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1. OUR VALUE FRAMEWORK IN COMPARISON TO OTHERS

1.1. COMPARISON TO A GLOBAL REVIEW

How does our code relate to the other existing codes? In order to address this 
question, we begin by comparing the Code with a recent wide-scope, global review 
of guidelines on AI; importantly, this review defined AI in sufficiently broad terms 
that more general guidelines about the use of big data were included (1). This ana-
lysis of 84 guideline documents highlights 11 distinct main clusters of values found 
across the entire corpus (where no single value is found in every document):

1. TRANSPARENCY
2. JUSTICE & FAIRNESS 
3. NON-MALEFICENCE
4. RESPONSIBILITY 
5. PRIVACY
6. BENEFICENCE

7. FREEDOM & AUTONOMY
8. TRUST
9. SUSTAINABILITY 
10. DIGNITY
11. SOLIDARITY

These values can be partially mapped in the six values of our code as follows.
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1. OUR VALUE FRAMEWORK IN COMPARISON TO OTHERS

1. HARM AVOIDANCE
The value cluster designated ‘harm avoidance’ is intended to ensure that the da-
ta-based product or service, while creating the intended values for clients and 
provider, does not harm individuals. An equivalent expression for this concept is 
‘non-maleficence’, used in the aforementioned analysis by Jobin, Ienca and Vayena 
(1). Sometimes it is impossible to produce benefits for a person or group without 
harming that person/group (or others) in some way. The difference between bene-
fits and harms ought to be positive (i.e., there should be a net benefit). Non-malefi-
cence is only a prima facie principle. An action may avoid harm and yet be morally 
wrong. An action may also cause some harm and yet be morally right if it generates 
a greater and more important benefit. In weighing different harms and benefits, 
ethics requires paying attention especially to harm when:
	 1) �the collateral harm violates a human right or fundamental right of an individual;
	 2) �it significantly hinders autonomy or justice (see below). 
So, it is often impossible to interpret the harm principle without considering rights 
and fairness. Human rights and fundamental rights are quite commonly mentio-
ned in ethical guidelines for AI documents. Yet, rights are not mentioned as over-
arching ethical principles in the analysis by Jobin et al. In our framework, we link 
rights to the justice value cluster. 
The ‘harm avoidance’ value cluster also includes some values identified as indepen-
dent value-clusters in the analysis by Jobin et al. We describe the value-cluster of 
‘harm avoidance’ as including the following values: security, safety, privacy, trust-
worthiness, sustainability. Here we offer an a priori explanation of the relations 
among these values. 
By promoting security, safety, and privacy one prevents individual harm. Jobin et al. 
include security and safety in the non-maleficence value cluster too. Unlike us, they 
consider privacy a distinct value. Another value mentioned by Jobin et al. is sustai-
nability; we include sustainability in the harm prevention value cluster because a 
plausible definition of sustainability implies that if a product is sustainable, it does 
not damage the environment in which it operates (also in the long term). 
We also include trustworthiness in this value cluster. Of course, this fails to capture 
the full extent to which trust, writ large, is a value, as it encompasses only a portion 
of that concept: this is the idea that for a service to be trustworthy, its use produces 
no harm for the intended user. Furthermore, if by “trustworthy” it is mean that the 
product or service reliably achieves the goal for which it has been designed and pu-
blicized, users are not induced to make errors and cause harm when they deploy 
it. Further, trust decoupled from trustworthiness presents a real risk: misplaced 
trust (e.g., the trust of low-competence users who cannot fully understand a data-
driven service or assess its trustworthiness), may harm a user or at least lead her to 
achieve a suboptimal result. It is, of course, still the case that a relationship of trust 
is valuable independent of its role in achieving harm avoidance; indeed, trusting 
relationships are characterized by their being, to some degree, resistant to harm 
between the trusting parties. 
Notice that when providing a service to clients and applying the harm avoidance 
principle, one must consider the net balance of benefits and harms. The balancing 
of different values is a general methodological principle. When benefits and harms 
are distributed to distinct people, considerations of justice are invoked. 
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2. JUSTICE
Justice is the value that deals with the fair distribution of harms and benefits from 
cooperation, or from a policy. This value cluster includes discrimination avoidance, 
fairness, respect for legal and moral rights, and solidarity. 
Fairness is particularly salient when
	 a) �some individuals are benefited and other are harmed (or benefited less), 

through no fault of their own; 
	 b) �a measure violates rules agreed in advance by all parties;
	 c) �a measure violates legal rights, human rights, or moral rights (these being rights 

that people ought to have, according to a reasonable ethical theory, even if they 
are not yet reflected in positive law). 

A product is not fair if it discriminates among individuals on arbitrary grounds.  
Ethically speaking, what qualifies as arbitrary grounds varies from context to con-
text – specifying what grounds count as arbitrary is itself an ethically sensitive deci-
sion. Even sex, a legally protected category, does not count as an arbitrary ground 
when it is reasonably related to the purposes of a selection (e.g., a film script may 
call for an actor of a particular sex for a certain role; in this situation applications 
from actors of the opposite sex are not considered). 
In the case of data-driven prediction, identifying a discriminating ground as mo-
rally arbitrary can be challenging. The problem is often caused by the automated 
discovery of features that improve the accuracy of selection. Since they contribute 
to predictive accuracy, computer scientists and statisticians may regard these fea-
tures as morally non-arbitrary grounds statistically justifying the unequal treatment 
of individuals. But now suppose that the same features are also statistical proxies 
for features protected by anti-discrimination legislation, such as sex (20). In such 
cases, some would argue that discriminating according to the feature is morally 
arbitrary, and the case for this moral judgment seems stronger if a) the feature, 
while correlated with something of value, is not a cause of value in that particular 
business context (e.g., it does not reliably or robustly cause working ability, credit-
worthiness, purchasing power, etc.) or b) the fact that the feature is a proxy for a 
disadvantaged group is sociologically explained by the group’s social disadvantage 
that is deemed unfair or anyway problematic (e.g., if a feature selects for women 
via selecting for lower incomes: supposing that women, on the whole, have lower 
incomes than men because of known social phenomena involving unfairness), or 
in other words reproduces existing injustice. 
Some of the most sophisticated analyses in computer science try to sort out pro-
blematic from non-problematic uses of proxy features by analysing the nature of 
the causal path from the protected category (e.g. sex), the proxy variable, and the 
business-relevant variable (21,22). When a data-driven process leads to indirect 
discrimination (see below), the nature of the association between the target (re-
levant) variable and the indirectly selected group should be scrutinized so as to 
determine whether it is justifiable to use a variable that is both predictive of and a 
proxy for a variable protected by anti-discrimination legislation to make decisions. 
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3. AUTONOMY
Let us now consider the autonomy value cluster. The value of autonomy promotes 
the freedom of the individual to make decisions about his or her life when this 
does not cause harm to others. It counts against data-driven products that steer 
individual behaviour, depriving individu-als of control. The autonomy value cluster 
includes freedom, privacy, dignity, and liberty-related civil and political rights. Wit-
hout freedom (from the overwhelming authority or power of another person) an 
individual cannot pursue the good life as he/she sees it (autonomy). With-out priva-
cy, people fear the opinions of others; those lacking privacy are less free to pursue 
their own conception of the good life. A person cannot have dignity if her capacity 
to choose and pursue her own conception of the good life is not recognized by tho-
se around her. Hence, having some degree of meaningful autonomy, and the con-
comitant recognition of those qualities that make such autonomy appropriate for 
persons, is a necessary condition of dignity. Many civil and political rights are de-
signed to protect individual autonomy in particular realms, for example, freedom 
of conscience, freedom of speech, political freedom, and reproductive freedom.

From the analysis of other guidelines, it is apparent that there is no unanimous 
agreement on 1) how many fundamental values exist, 2) what the fundamental 
ethical values are, or 3) the definitions of such values. Hence, the values, or value 
clusters, which are used as headings for different practical guidelines, do not provi-
de a suitable compass for locating actual prescriptions in the text or comparing the 
contents of different guideline documents. 
Consider, for example, the justice value cluster, which includes fairness and non-
discrimination, and its implications for data science – specifically, the issue of algo-
rithms being especially biased (e.g., more prone to make harmful errors) against 
certain individuals or social groups. A detailed analysis of 20 sets of guidelines re-
vealed that very similar prescriptions are grouped together by using different la-
bels and a highly heterogeneous value terminology (including bias, fairness, unjust 
impact, non-discrimination, avoiding discriminatory outcomes, inclusion, harmful 
stereotypes, submission, marginalization, gender balance, gender equality, bar-
riers, violations of rights, and disparate impact principles). Someone who needs 
to compare what different guidelines have to say about the value of justice the-
refore may have to search for a wide variety of value keywords: control (23), fair-
ness (3,10,12,13,17,18), discrimination (5–7,10,16,19,24), bias (4,5,11,23), equality 
(5,16,25), inclusion (5), trust (25), and robustness (11).

1.2. �HOW DIFFERENT GUIDELINES MAP THE VALUES
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1.3. THE SCOPE OF THE CODE VS. OTHER GUIDELINES

One significant difference between our Code and the large array of other ethical 
codes available is the scope of its prescriptions and guidelines. The scope of the 
Code is more limited, compared to some other guidelines, in terms of the stake-
holders it addresses. The Code is not written by and for governmental agencies, 
inter-governmental and supra-national organizations, non-profit organizations, 
professional associations and scientific societies and non-profit organizations, so 
unsurprisingly it includes only measures addressing companies delivering and 
utilizing data-driven products. Some of its prescriptions can also be extended to 
government bodies involved in bureaucratic decision-making, but that is not the 
audience for which we wrote these guidelines. The Code does not aim to direct or 
inform governments with respect to policies requiring the power to enact law. Mea-
sures that can be enacted only by legislators are outside the scope of this Code.
Hence, the Code consists of technical solutions and organizational solutions; it 
requires technical infrastructure usually available to machine learning specialists 
operating within firms (or hired by firms) and a willingness to plan and adopt in-
novative organizational solutions. We compared the guidelines of our Code with 
guidelines addressing different sets of stakeholders and, in spite of the different 
audiences, we found a significant (though incomplete) overlap.
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2.1. DATA GENERATION AND ACQUISITION

Most guidelines highlight the value of transparency (8, 9, 23) in relation to this pha-
se of the data pipeline. Examples of guidelines for transparency are:

– �‘How is the data collected, and from whom? Directly from the consumer or from 
third party sources about the consumer?’(7) 

– �‘[…]Build out harmonized standards for Data labelling. All companies will benefit 
from greater transparency requirements around licensed datasets. This will be 
particularly important for startups/ smaller companies who are not resourced 
to undergo extensive testing prior to release’ (19).

– �‘[Ask:] “[i]s the data collected in an authorized manner? If from third parties, can 
they attest to the authorized collection of the data?”’(7)

– �‘The aggregation and use of customer data – especially in AI systems – shall al-
ways be clear and serve a useful purpose towards our customers’ (23).

– �‘Organizations, including governments, should immediately explore, test, and 
implement technologies and policies that let individuals specify their online 
agent for case-by-case authorization decisions as to who can process what per-
sonal data for what purpose’ (8).

The Code intentionally avoids overlaps with data protection principles. Since trans-
parency is required by data protection, and we want to avoid overlaps with such 
law, we focus on the aspects of transparency that are less clearly specified in the 
law. We also stress the importance of nudges and we did not find the issue of nud-
ges being addressed specifically in the 20 guidelines analysed here. We also stress 
the importance for each company of demonstrating the ethical quality of its data 
collection practices. Unlike other guidelines, we stress (in the accountability value 
cluster) the idea that the accountability of data-driven services can only be achie-
ved for a given firm if it is achieved for the entire data ecosystem: each company 
needs to provide information to the other companies with which it is interdepen-
dent.

We shall now discuss the practical recommendations given by our guidelines and 
other sets of guidelines. Let us begin with the methodology of our analysis. Both 
the AI Ethics Guidelines Global Inventory, compiled by the NGO AlgorithmWatch 
(26), and the list compiled by Jobin et al. (1) include just over 80 guidelines. We se-
lected for this study the EU Trustworthy AI and 19 other sets of guidelines (that is, 
a subset of the guidelines identified by Jobin et al. (1)) in the order they appear on 
a third-party website listing the entire set given in Jobin et al. (1) (to limit observer 
bias). This 20-item set includes guidelines that are heterogeneous with respect to 
both the issuing stakeholder and the stakeholders addressed by the guidelines: 
companies, think tanks, communities of researchers and practitioners, private sec-
tor alliances, professional associations, non-governmental organizations (NGOs), 
information commissioner offices (ICOs), inter-governmental organizations (IGOs), 
non-profit organizations (NPOs), charities, miscellaneous entities (e.g., mixed aca-
demic, NPO), governmental agencies/organizations, and federations/unions. 
In what follows we review the contents of the Code and compare it to both the 
summary analyses of other guidelines in reviews by other scholars and to the gui-
delines in the other 20 documents examined in the preparatory study undertaken 
for this addendum. 

2. �A COMPARISON OF PRACTICAL RECOMMENDATIONS  
IN OUR AND OTHER GUIDELINES
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2.2. DATA STORAGE AND MANAGEMENT

Let us now turn to our prescriptions concerning data storage and management. 
We found the following overlapping guidelines:

– �‘Prohibition on Secret Profiling. No institution shall establish or maintain a secret 
profile on an individual’ (18).

– �Guidelines requiring governance processes for all actors involved in the data pipe-
line (4,6). We did not, however, find any guideline addressing the need for a plan 
for managing inactive accounts, including those from dead people. 

– �We did not find recommendations requiring the facilitation of data portability and 
enabling the reuse of data by customers. The most relevant content was found in 
a guideline concerning the issue of employee data: ‘Workers should have the right 
to access, manage and control the data AI systems generate, given said systems’ 
power to analyse and utilize that data’ (17). 

– �We found that most guidelines (but not all)1 at least mentioned the value of privacy, 
and some also explicitly mention security (23) and cybersecurity obligations (18).

Let us now turn to another stage in the data pipeline: data analysis and knowledge 
accumulation. To realize the ethical value of harm prevention our code prescribes 
assessing foreseeable, harmful uses of the knowledge produced via data analysis. 
Of course, this prescription must be understood as being modest in scope, as as-
sessing all distant consequences of any form of knowledge derived from data is 
impossible and the ethical duty would not meet any reasonable feasibility test. This 
part of our Code addresses primarily data scientists – those who carry out this pha-
se in the data science pipeline – and the methodologies that can be implemented 
in this step of the data pipeline. The emphasis, that is, is on those problems in the 
use of models that it is possible to foresee and study and predict with the tools of 
data science, during the process in which models are built and then tested, taught 
with data (e.g., with machine learning techniques), and optimized.

Indeed, it is now primarily the communities of concerned data scientists who are 
advocating a broader understanding of their responsibilities, tools, and skills, and 
providing new tools designed to facilitate the implementation of ethical purposes 
(such as privacy and fairness ‘by design’). For example, consider the principle of 
accuracy in the FAT-ML guidelines (FAT-ML is a community of practitioners of ma-
chine learning) (12), which says:

– �‘Identify, log, and articulate sources of error and uncertainty throughout the algo-
rithm and its data sources so that expected and worst case implications can be 
understood and inform mitigation procedures’ (12).

2.3. DATA ANALYSIS AND KNOWLEDGE GENERATION

1 �For instance, the FAT-ML principles and implementation recommendations are focused on a different set of problems and do not mention privacy 
(12).
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Some guiding questions in this document include: ‘What are realistic worst-case 
scenarios in terms of how errors might impact society, individuals, and stakehol-
ders?’ Examples from other guidelines include: 

– �‘Responsible Design and Deployment: We recognize our responsibility to integra-
te principles into the design of AI technologies, beyond compliance with existing 
laws. […] As an industry, it is our responsibility to recognize potentials for use and 
misuse, the implications of such actions, and the responsibility and opportunity 
to take steps to avoid the reasonably predictable misuse of this technology by 
committing to ethics by design’ (11).

– �‘As part of an overall “ethics by design” approach, artificial intelligence systems 
should be designed and developed responsibly […] in particular by […] assessing 
and documenting the expected impacts on individuals and society…for relevant 
developments during its entire life cycle’ (6).

– �Institutions must assess the public safety risks that arise from the deployment of 
AI systems that direct or control physical devices’ (18).

– �‘Leaders, designers, and developers of ML systems are responsible for identifying 
the potential negative human rights impacts of their systems’ (19). (This guideline 
is also relevant for justice, as the violation of most human rights can be conside-
red a form of injustice.)

The EU Guidelines for Trustworthy AI provide an assessment list related to what we 
call ‘foreseeable misuse’, which is linked to autonomy as well as to harm avoidance: 

– �‘Could the AI system affect human autonomy by interfering with the (end) user’s 
decision-making process in an unintended way?2…Did you estimate the likely 
impact of a failure of your AI system when it provides wrong results, becomes 
unavailable, or provides societally unacceptable results (for example discrimina-
tion)?’ (10)

Second, we focus on protecting privacy by preventing de-anonymisation. This is 
also a concern found in other guidelines. For example, the guidelines by Privacy 
International and Article 19 emphasize that:

– �‘Some applications of AI, in particular uses of machine learning, blur the line bet-
ween personal and non-personal data [or personally identifiable information (PII) 
and non-personally identifiable information (non-PII) [in the US], around which 
data protection and privacy laws around the world are organised. Data that is initi-
ally non-personal (non-PII) can become personal data (PII) in a different context or 
in different points in time, which is a particular risk for sectoral regulations. A simi-
lar challenge applies to sensitive personal data. Profiling using machine learning 
can derive, infer, or predict sensitive information from non-sensitive data, which 
might undermine additional safeguards for sensitive personal data’ (13).

2 �This, unfortunately, is so vague as to be quite useless as a guideline. For instance, does targeted advertising affect human autonomy by interfering 
with the (end) user’s decision process (e.g., to vote for a particular candidate) in an unintended way? Arguably not, but only because the effect of 
the interference is wholly intended. It is not clear if the fact that the answer to this item on the checklist is ‘no’ makes that type of interference with 
human autonomy ethically acceptable for trustworthy AI.
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One prescription requires the building of control systems to assess the consequen-
ces of foreseeable errors in the models. Our prescription involves two design requi-
rements: 1) services should be able to record the information needed to evaluate 
whether the service is being used appropriately or in an ethically problematic way; 
2) services should enable the communication of the relevant feedback to designers, 
with the aim of improving the design process for the next iteration of service de-
sign. Similar suggestions are found in other guidelines:

– �The IEEE guidelines and others (e.g., 17) recommend the ‘secure storage of sensor 
and internal state data, comparable to a flight data recorder or black box’ (9). 

– �The FAT-ML guidelines recommend that data scientists ‘[d]evelop a process by 
which people can correct errors in input data, training data, or in output decisions’ 
(12). This guideline overlaps with the value of autonomy – it endows the recipients 
of algorithmic decisions with powers to respond to those decisions, achieving a 
higher degree of self-direction.

As the last item of harm prevention, our Code includes a prescription to ‘consider 
imposing limits to the software distribution’. The idea here is that certain data-dri-
ven products, in particular AIs, may be used for harmful purposes, such as gene-
rating fake news (27) or coordinating and launching cybersecurity attacks (28). This 
prescription is found in one set of the guidelines studied (28).
One of our prescriptions related to the value justice concerns the assessment and 
documentation of indirect discrimination. As already mentioned, many guidelines 
and declarations claim that AI must be fair – that it should avoid discrimination 
and harmful biases, especially those that are disadvantageous for specific groups. 
Indeed, most guidelines fail to draw clear distinctions among these concepts and 
lack rigorous definitions of the relevant terms. In our guideline, we refer to the 
European legal (and philosophical) concept of indirect discrimination (20,29–31), 
which is roughly equivalent to the US legal concept of disparate impact (32). Why 
such focus on indirect (as opposed to direct discrimination)? The reason is that di-
rect intentional discrimination is easily avoided by big data approaches, and yet it is 
unclear that the resulting models are unobjectionable from the perspective of the 
deep moral and political rationales underpinning anti-discrimination law – namely, 
to ensure fairness and protect vulnerable individuals and communities (31). 
The problem is in the nature of statistical decision-making, which, when driven by 
machine learning, identifies properties as predictive of good or bad outcomes ba-
sed on observed correlations. These properties can be, in turn, highly correlated 
with membership in protected groups. 
Some arguments against algorithmic bias can be explained as follows: learning to 
make a prediction via a feature that is merely a proxy for the valuable trait of inte-
rest (as opposed to the trait itself, e.g., creditworthiness or productivity) but also a 
statistical proxy of a protected variable (e.g., gender or race) amounts to learning a 
human stereotype or prejudice about gender or race. One familiar example prior 
to the big data and AI era is redlining, the following phenomenon. If postal code is 
used to predict credit risk, entire areas may be deemed ineligible to borrow, or may 
receive loans only with very high interest rates. The reason is that, in such areas, 
the proportion of insolvent credit is higher, which is a statistical signal suggesting 
that lending to people in those area will be unprofitable. Clearly, postal code is not 
what lenders are directly interested in; nor is it what causes people to be solvent 
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or insolvent. It is a mere proxy. But it is also a proxy that in certain societies aligns 
with race consistently. One could argue that an algorithm that learns the associa-
tion between credit risk and postal code has merely learned to associate race with 
creditworthiness through a common statistical proxy for both (postal code).
The example of redlining can be considered a paradigm for the kind of discriminati-
on that is likely to be encountered in the field of big data. Direct discrimination (that 
is, discrimination in which race or gender variables are factors directly affecting the 
decision) is likely to be avoided a) because data scientists are typically instructed 
to avoid using such data and also to avoid violating anti-discrimination law and b) 
because direct discrimination can easily be avoided, since many other data sources 
(including those statistically correlated with race) may be available. This enables 
data scientists to avoid direct discrimination against a protected group even when 
such direct discrimination would be economically rational in the sense that it would 
constitute statistical discrimination (i.e., it would contribute to the accuracy of a 
statistical prediction).3 The problem is that many statistical proxies for a given va-
riable can be highly correlated with (for instance) ethnicity or gender. Thus, it is 
not surprising to find that this problem is addressed by the majority of guidelines 
we have analysed here, even when the terminology to describe these issues is not 
used consistently. 
It should be obvious that mitigating or eliminating indirect discrimination can be a 
morally controversial and even politically divisive issue. For example, consider the 
debate in the United States about affirmative action in college and university ad-
missions. Affirmative action can be seen as an attempt to redress the inequality in 
standardized test scores – a statistical proxy for academic excellence – in the direc-
tion of racial equality. Some interpret affirmative action as an attempt to compen-
sate for some kind social inequality – for instance, cultural differences in families 
and unequal access to test preparation courses and therefore a restoring a form of 
fairness that the process has lost due to arbitrary social influences.4 Others regard 
it as imposing a kind of equality of outcome at the expense of procedural fairness. 
The laws of most countries do not provide clear criteria for determining when indi-
rect discrimination (in the sense that entails a violation of anti-discrimination law) 
occurs (38). Fairness is a vague ethical orientation; people (even reasonable and 
well-informed people) often disagree about what is fair, and philosophical and po-
litical conceptions of social justice are historically some of the most controversial 
ones. Some interpretations of Marx (39,40) and some libertarian views (41) even 

3 �Statistical discrimination is a subset of discrimination and is typically considered rational in economic terms from the point of view of the discrimina-
tor – but (mostly) harmful for members of certain groups (33,34). Not all forms of discrimination are statistical, and not all are rational (in economic 
terms). For example, Gary Becker de-fines taste-based discrimination, which is discrimination that satisfies an intrinsic preference against or in fa-
vour of members of a group (qua members of that group) in the absence of any economic rationale for the discrimination. This discrimination may 
be deemed irrational in the sense that it typically has adverse economic conse-quences not only for members of the group discriminated against 
but also for the discriminators (35). As algorithms do not have tastes or intrinsic preferences, the kind of discrimination data-driven models are most 
likely to produce belongs to the statistical variety. This includes discrimination reflecting the tastes and preferences of individ-uals other than the 
firm’s owner or manager: for instance, if customers dislike being served by employees of a given race or gender, or employees from the majority 
group have a tendency to work less efficiently when paired with individuals from a minority group, such tastes may be reflected in the variables 
of interest (profit, creditworthiness, etc.) – thus we are back to a case of statistical discrimination, which data-driven methods are likely to produce 
(unless designed otherwise).

4 �This is not the way in which affirmative action is defended in courts in the US. The winning case for affirmative action has been the one built on the 
value of the diversity of the student body as a whole for the student body as a whole. The best philosophical/legal formulation of this argument is 
found in (36,37). This, however, may be consid-ered, not so much a fairness argument, but instead a utilitarian argument treating diverse applicants 
as means for the education of other students, as opposed to ends in themselves.
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entail that social justice is a ‘pseudo concept’,5 and other libertarian views argue 
that justice is fully reducible to ensuring respect for voluntary (i.e., uncoerced) con-
tracts entered after an initial legitimate acquisition of resources (43). People with 
such views may not accept most of the arguments behind the goal of “fairness in 
machine learning”.
It is no surprise, then, that in the guidelines we examined, there was no consen-
sus and little clarity on the degree to which considerations of social justice should 
figure into the evaluation criteria intended to determine whether an algorithm is 
biased or unfairly discriminatory. Clearly, from the point of view of some political 
doctrines, fairness is pseudo-talk or irrelevant, unless it relates to direct or indirect 
discrimination explicitly prohibited in the law. Entrepreneurs have the moral right 
to use their own legitimately acquired resources in any way that pleases them, and 
they have the right to use even biased systems which are legal. This view enables 
indirect discrimination to occur, since the legal tort of indirect discrimination is in 
many jurisdictions significantly harder to assess than the one of direct discrimina-
tion (38). 
Therefore, the Code relies on the presumption that the value orientation of justice 
involves, at a minimum, a certain transparency about the ways benefits and harms 
are allocated by an algorithm, in particular with respect to historically marginalised 
groups. It also mentions attempts to correct indirectly discriminatory biases by, for 
instance, using technical methodologies with sound moral and/or legal underpin-
nings. Any debate about whether and how these are used should be transparent 
and open to challenges by the public. There is no one-size-fits-all prescription for 
automating fairness; the discussion in the machine learning literature shows that 
some intuitively appealing statistical standards of fairness cannot all be realised 
simultaneously in the most commonly occurring social circumstances (44–46).
Requirements to document and achieve fairness (understood as the fair dis-
tribution of advantages and disadvantages produced by the implementation of 
algorithmic rules) are found in many other guidelines we examined (3,4–7,10-
13,16,17,18,19,25). The impossibility of achieving different conceptions of fairness 
simultaneously, and the contextual sensitivity of the relevant fairness metrics and 
bias-mitigation goals is also recognized explicitly by some guidelines (those addres-
sing discrimination issues specifically). In some cases, the recommended solution 
is to engage different stakeholders to obtain some kind of intersubjective agree-
ment about relevant and adequate fairness metrics. Another issue discussed in 
the Code, related to the value of justice, is the fact that different error rates for 
different groups may entail that advantages and disadvantages are also distribu-
ted differently, statistically speaking, among different groups. This is sometimes 
addressed in guidelines under the heading of fairness or discrimination, even if 
it is not exactly the same problem as that of indirect discrimination (indirect di-
scrimination also occurs when the rate of incorrect predictions is the same for all 
groups). In the computer science literature, inequality in error rates is described 
as disparate mistreatment (47). Both fairness issues – indirect discrimination and 
disparate mistreatment – are mentioned in some of the guidelines we examined. 

5 �But see Hayek’s odd endorsement of Rawls’s theory of social justice in (41; for a summary see 42).



PAGE 15

For example, guiding questions for both indirect discrimination and disparate mis-
treatment include:

– �‘Have we evaluated the veracity of the data and considered alternative sources? 
Have we mapped and understood if any particular groups may be at an advantage 
or disadvantage in the context in which the system is being deployed? Have we 
calculated the error rates and types for different sub-populations and assessed 
the potential differential impacts? Have we applied rigorous pre-release trials to 
ensure that [the ML system] will not amplify biases and error due to any issues 
with the training data, algorithms, or other elements of system design?’ (19)

– �‘What is the potential damaging effect of uncertainty / errors to different groups? 
[…] Calculate the error rates and types (e.g., false positives vs. false negatives) for 
different sub-populations and assess the potential differential impacts’ (12).	

Guiding questions for the contextual nature of fairness are:
– �‘Have we sufficiently researched and taken into account the norms of the context 

in which the system is being deployed? Have we identified a definition of fairness 
that suits the context and application for our product and aligns with the Inter-
national Declaration of Human Rights? Have we included all the relevant domain 
experts whose interdisciplinary insights allow us to understand potential sources 
of bias or unfairness and design ways to counteract them? Have we mapped and 
understood if any particular groups may be at an advantage or disadvantage in 
the context in which the system is being deployed?’ (19)

– �‘In determining the need for applying these disparate impact principles, compa-
nies should focus on the groups being protected, the context of use, the nature of 
the application of the data analytic system and the potential for substantial harm’ 
(7). Note that ‘disparate impact’ is US legal terminology for indirect discrimination.

– �‘Avoidance of unfair bias. […] The continuation of such biases could lead to unin-
tended (in)direct prejudice and discrimination against certain groups or people, 
potentially exacerbating prejudice and marginalisation’ (10).

– �‘Fairness: People involved in conceptualizing, developing, and implementing ma-
chine learning systems should consider which definition of fairness best applies 
to their context and application, and prioritize it in the architecture of the machine 
learning system and its evaluation metrics’ (19; italics added).

– �‘There are many different ways of defining fairness; people involved in concep-
tualizing, developing, and implementing machine learning systems should con-
sider which definition best applies to their context and application. […] Guiding 
Questions: […] Have we identified a definition of fairness that suits the context 
and application for our product and aligns with the International Declaration of 
Human Rights?’ (19)

One aspect of fairness is data diversity. The World Economic Forum recommends 
that firms:

– �‘Determine whether certain data sets fit internally agreed upon standards of “ade-
quate” and “representative” data (looking to both quantitative and qualitative me-
trics); identify opportunities to expand data collection efforts where contextually 
appropriate, viable, and possible to do so without violating privacy’ (19).
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But the concept of ‘adequate’ data is both vague and problematic. One set of gui-
delines we examined even claims that using machine learning methods on data 
should ‘[e]xclude data that is not relevant to predicting the outcome’ (7). One of 
the important discoveries made from using advanced machine learning techni-
ques, such as neural networks, is that the human ability to determine a priori which 
data is relevant to predicting an outcome is limited in comparison to the ability of 
a machine using a general-purpose statistical technique to make the determina-
tion. It is therefore unclear whether any data can be ruled out as irrelevant prior 
to analysing data with machine learning techniques. What that guideline appears 
to suggest is the exclusion of some data based on a priori ethical (not statistical) 
grounds – wanting results to be free from the influence of a certain type of data, 
irrespective of its predictive value (48). The idea of checking the diversity, and/or 
representativeness, of data inputs, as well as the sources of error (12), is found in 
different guidelines (12,16,19). Some guidelines explicitly require companies to be 
transparent about the features of individuals used to make predictions: ‘[o]rganiza-
tions should be prepared to communicate to outside parties the key factors that go 
into their scores’ (7); ‘[w]orkers should have the right to access, manage and control 
the data AI systems generate’ (17).

Let us now turn to the value orientation of autonomy. We interpret this value at 
this stage of the data pipeline as the act of enhancing the agency of the people 
affected by the algorithms. This can be achieved by engaging stakeholders in a 
discussion about the values and goals assumed by the model. This idea is also 
found in other guidelines; for example, the World Economic Forum white paper on 
discrimination by machine decisions states:

– �‘The development and design of ML applications must actively seek a diversity of 
input, especially of the norms and values of specific populations affected by the 
output of AI systems’ (19).

– �‘Talk to people who are familiar with the subtle social context in which you are 
deploying. For example, you should consider whether the following aspects of 
people’s identities will have impacts on their equitable access to and results from 
your system: Race, Sex, Gender identity, Ability status, Socio-economic status, 
Education level, Religion, Country of origin’ (12).

Stakeholder engagement in all its different forms is invoked by the TENETS guide-
lines by Partnership for AI (15), which mentions some form of stakeholder engage-
ment in principles 2, 3, 4, 5, and 8 in TENETS. Stakeholder engagement is expected 
to play a role in relation to each of the following.

– �Providing feedback on the focus of ethical inquiry, i.e., are companies and/or audi-
tors identifying all the relevant risks and vulnerabilities? (15,23) 

– �The need for open, interdisciplinary research (15), in particular to identify and 
bring together different skills and competences (3).

– �Collecting the interdisciplinary competences required to identify potential biases 
and forms of discrimination (11,13,16). According to some guidelines, input from 
stakeholders should be sought in order to ‘identify the entire range of data types 
necessary to adequately train an [sic] ML in a given context’ and ‘understand how 
to appropriately source the data needed’ (19). 
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– �Knowing the norms and values of the data subjects or populations affected by 
AI-driven decisions (3,19).

– �Identifying the different stakeholders impacted by AI research (15).
– �Identifying domain-specific concerns (11,15,19). 
– �Avoiding fears and confusions regarding AI (9).
– �Promoting new forms of governance that include ‘various stakeholders’ such as 

‘civil society, government, private sector or academia and the technical community’ 
(14,15).

To sum up: stakeholder engagement can be viewed not only as a way to promote 
the ethical orientation of autonomy, but also as a way to realize in practice the 
requirements of the procedural values of control, transparency, and accountability, 
to which we now turn.
Controlling the knowledge generation process is related to the capacity to offer 
(scientifically grounded) justifications for believing (and thus, conscientiously using) 
the model’s output. These justifications include not only estimates of its accuracy 
but also estimates of its robustness (that is, the capacity of the model to maintain 
accuracy in the face of minor perturbations in the context of use).
To enhance accuracy and robustness, the Code requires that those responsible 
for data analysis and knowledge generation 1) justify the appropriateness of the 
algorithmic techniques they use, and 2) ensure the traceability of the process that 
starts with using specific datasets (that may be marred by errors, biases, etc.) for 
the training of machine learning models. 
Similar requirements are found in other guidelines. We may refer to this activity 
as documentation. We have found guidelines prescribing documentation of the 
training ‘goal’6, the algorithm used (7), the accuracy of a model (10,12), and the 
reliability and reproducibility of its decisions (10). In the Trustworthy AI guidelines 
the goal of this documentation activity is called ‘traceability’, and it is required as 
an element of transparency (10). In the IEEE document, roughly the same activity is 
considered an aspect of designing for accountability:

– �‘Manufacturers/operators/ owners of A/IS should register key, high-level parame-
ters, including: Intended use; Training data/training environment (if applicable); 
Sensors/real world data sources; Algorithms; Process graphs; Model features (at 
various levels); User interfaces; Actuators/outputs; Optimization goal/loss func-
tion/reward function’ (9).

Let us now turn to transparency. The first requirement of transparency for the 
knowledge derived from data analysis concerns the intelligibility of the predictions 
or decisions reached by a model. In other words, transparency is achieved by pro-
viding some kind of explanation. There is no one-size-fit-all definition of what an 
explanation should be. Most plausibly the relevant concept of explanation is con-
textual: an explanation describes the relation between a model and its predictions 
or decision in a way that is understandable at least by data scientists and people 
who are expected to use the model (for informing decision-making, perhaps), and, 
ideally, the people affected by it. The discussion about the intelligibility of AI is a 
vast inter-disciplinary one, involving academia, industry, and other stakeholders, 

5 �We use the vague term ‘goal’ here to indicate different elements in the training process that are all directly related to the purpose for which a system 
is trained. Formally, one may identify the goal as the target variable, or in machine learning terms, the true label, as in the prescription ‘define what 
the software is intended to predict’ (7). It may also be referred to in terms of ‘optimization goal/loss function/reward function’ (9). 
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and it cuts across the disciplines of computer science, mathematics, philosophy 
of science, law, and others – so it cannot be adequately summarised here. It will 
suffice to say that we can distinguish at least two quite different conceptions of the 
goals of explanation or intelligibility.
On the first conception, one makes a system intelligible by clarifying its purposes 
(e.g., to develop adequate ability to correctly classify cat and dog image) and pro-
viding sufficient statistical evidence that the purposes will be achieved in the real 
world setting in which the model will be used. This type of intelligibility overlaps 
substantially with what we have defined above as documentation, an activity rea-
lising the procedural value of control. We see this supported in guidelines that re-
quire documentation of one or more of the following:

– �The algorithm’s generic goal and purpose (10), in the sense of ‘intended use’ (9); 
– �the algorithm’s mathematical goals, in the sense of its ‘optimization goal/loss func-

tion/reward function’ (9);
– �the features used to train an algorithm/make decisions (3);
– �the weightings of these features (if known) (3);
– �the algorithm type, the extent of its opacity (3,12);
– �the different performance metrics (3,12); 
– �the procedure of validation (3,12).

On this conception, you make the logic of a model intelligible by revealing the pur-
poses you wanted to achieve with it and the methods you used to achieve your 
purposes (e.g., techniques such as machine learning). Similar ideas of intelligibility 
are found in the document by Women Leading in AI (3).

The other conception of intelligibility focuses on a) building interpretable models 
and b) interpreting the decisions of models. The first idea – interpretable AI – in-
volves imposing constraints on the model so that it is known in advance that it 
will be easy to interpret by end users (49). Th e second approach, instead, requi-
res different techniques from the first conception: for instance, reproducing the 
input-output relations in a black box model with an intelligible model delivering 
similar patterns of outputs (50), or employing methods to assess the veracity of 
counterfactual claims about the black-box model (51), such as ‘the decision would 
have been Y if the value of your feature X had been K instead of J’. The psychologi-
cal effects of these and other kinds of explanations have been tested empirically, 
including in a fictional scenario in which algorithms are used to make a promotion 
decision (52), and they seem to enhance the perception of the fairness of employ-
ing the algorithm. Others have proposed built-in (in-model) explainers, which are 
produced by algorithmic techniques from the inner workings of the model (53–56). 
Some guidelines appear to have endorsed using such techniques, for example:

– �the proposal to include a ‘why did you do that’ button in AIs interacting with hu-
mans (9);

– �the idea that ‘[t]he data provided by the black box could also assist robots in ex-
plaining their actions in language human users can understand’ (17); 

– �the idea that ‘[i]n some cases it may be appropriate to develop an automated ex-
planation for each decision’ (12).
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We have not included an explicit endorsement of any of these methods in our 
Code, because the debate about their validity is on-going and the suitability of any 
method should be assessed with up-to-date information at all times. 
Another requirement of transparency in the Code requires that the limitations, 
possibility of harmful uses, indirect discrimination features, effects of predictive 
errors, and measures taken to prevent or mitigate these are both documented and 
communicated appropriately to end users. Similar requirements are found in the 
guidelines we examined. For example, the FAT-ML guidelines include this mandate: 
‘Determine how to communicate the uncertainty/margin of error for each decision’ 
(12). 
In our Code, accountability does not refer primarily to the activity of documenting 
the algorithm, but rather, to creating roles and/or assigning responsibilities within 
organizations to ensure that the ethical orientations and procedural values above 
find realization in practice. Converging examples in other guidelines include the 
following:

– �‘Establishing demonstrable governance processes for all relevant actors, such as 
relying on trusted third parties or the setting up of independent ethics commit-
tees’ (6).

– �‘Guiding question: Who will have the power to decide on necessary changes to the 
algorithmic system during design stage, pre-launch, and post-launch? Initial Steps 
to Take: Determine and designate a person who will be responsible for the social 
impact of the algorithm.’ (12).
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2.4 DEPLOYMENT OF A DATA-BASED PRODUCT OR SERVICE

For harm avoidance, our Code includes recommendations for a) preventing the 
dissemination of potentially harmful products, and, as a necessary monitoring step 
of the success of this measure, b) examining actual misuse if possible, in particular 
c) with respect to the risk of de-anonymisation or the inference of sensitive traits 
from unproblematic personal data. Similar ideas are found in the guidelines exami-
ned, for example:

– �‘Responsible Design and Deployment: We recognize our responsibility to integra-
te principles into the design of AI technologies, beyond compliance with existing 
laws. […] As an industry, it is our responsibility to recognize potentials for use and 
misuse, the implications of such actions, and the responsibility and opportunity 
to take steps to avoid the reasonably predictable misuse of this technology by 
committing to ethics by design’ (11).

– �‘Did you estimate the likely impact of a failure of your AI system when it provides 
wrong results, becomes unavailable, or provides societally unacceptable results 
(for example discrimination)?’ (10)

– �‘As part of an overall “ethics by design” approach, artificial intelligence systems 
should be designed and developed responsibly […] in particular by: […] b. asses-
sing and documenting the expected impacts on individuals and society […] for 
relevant developments during its entire life cycle’ (6). 

– �‘The capacity of an AI agent to act autonomously, and to adapt its behavior over 
time without human direction, calls for […] ongoing monitoring’ (4).

– �‘Which detection and response mechanisms did you establish to assess whether 
something could go wrong? Did you verify how your system behaves in unexpec-
ted situations and environments?’ (10)

– �‘Did you carry out a fundamental rights impact assessment where there could be 
a negative impact on fundamental rights? […] Did you assess whether there is a 
probable chance that the AI system may cause damage or harm to users or third 
parties? […] Did you estimate the likely impact of a failure of your AI system when 
it provides wrong results, becomes unavailable, or provides societally unaccepta-
ble results (for example discrimination)? Did you ensure that the social impacts of 
the AI system are well understood? For example, did you assess whether there is 
a risk of job loss or de-skilling of the workforce? […] Did you assess the broader 
societal impact of the AI system’s use beyond the individual (end-)user, such as 
potentially indirectly affected stakeholders?’ (10)

Concerning justice, our Code focuses on discovering, assessing, and correcting 
indirectly discriminatory effects resulting from the deployment of the model in 
practice. This is different from assessing the discriminatory qualities of the models 
based on test data (as in the previous step of the data pipeline). There may be 
specific problems (e.g., ethnic groups suffering from a disparate rate of misclassi-
fication errors) that are only discovered during model deployment, not during trai-
ning or testing with historical data. Such disparate harmful effects of using models, 
which should be prevented, can be both unintended and considered unfair and 
avoidable on balance. In addition to unfair indirect discrimination and disparate 
mistreatment (e.g., unequal false negatives), we address in the Code the problem 
of unintentional stigmatisation and harmful stereotypes, and the exclusion of vul-
nerable groups. 
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We also found similar recommendations in the guidelines we reviewed. For exam-
ple, some addressed indirect discrimination:

– �‘Adopt and maintain policies and procedures reasonably designed to collect infor-
mation sufficient to conduct assessments that would detect any significant dispa-
rate impacts, including, if necessary, collecting sensitive information such as race, 
gender, ethnicity, and religion or constructing accurate proxies for such sensitive 
information’ (7).

– �‘Guiding questions: Have we outlined an ongoing system for evaluating fairness 
throughout the life cycle of our product? Do we have an escalation/emergency 
procedure to correct unforeseen cases of unfairness when we uncover them?’ (19)

Others addressed possible collateral effects of stigmatisation and negative stereo-
types:

– �‘Support efforts to promote trust in the development and adoption of AI systems 
with particular attention to countering harmful stereotypes and fostering gender 
equality. Foster initiatives that promote safety and transparency, and provide gui-
dance on human intervention in AI decision-making processes’ (25).

Finally, some addressed social inclusion/exclusion:
– �‘Accessibility and universal design. Particularly in business-to-consumer domains, 

systems should be user-centric and designed in a way that allows all people to use 
AI products or services, regardless of their age, gender, abilities or characteristics. 
Accessibility to this technology for persons with disabilities, which are present in 
all societal groups, is of particular importance. AI systems should not have a one-
size-fits-all approach and should consider Universal Design principles addressing 
the widest possible range of users, following relevant accessibility standards’ (10).

Concerning the value of autonomy, our Code focuses on ensuring that the know-
ledge of domain experts and users, especially negative feedback, is considered in 
the design of the processes, producing a virtuous feedback loop leading to the 
removal of any problems discovered. We also find similar guidelines concerning 
this point, for example:

– �The FAT-ML guidelines recommend that data scientists ‘[d]evelop a process by 
which people can correct errors in input data, training data, or in output decisions’ 
and also ‘[a]llow data subjects visibility into the data you store about them and 
access to a process in order to change it.’ They also require making ‘contact infor-
mation available so that if there are issues it’s clear to users how to proceed’ (12). 

– �The UNI Global Union writes that ‘[w]orkers should have the right to access, mana-
ge and control the data AI systems generate, given said systems’ power to analyse 
and utilize that data’ (17).

Control in the application of a data-driven process consists, according to our Code, 
in working out appropriate ethical design principles and checklists consistent with 
ethical priorities of this Code and of the company, which should then guide the 
internal development of a data-driven product for internal use (when the product 
has been designed by an internal R&D department) or the discussions about ad-
opting a model under consideration for purchase from an external developer. It is 
based on the idea that ethical principles by themselves do not make organisations 
more ethical (57). The main idea here is to identify ethics goals that may become 
salient in the deployment of a service ahead of developing the service, and to use 
these ethics goals as parameters for the design of the service and as tests for the 
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service when finally in use. A few guidelines address the design of organisational 
structures intended to improve the data-pipeline process within companies from 
an ethical perspective. 

– �‘Engage stakeholders and domain experts in participatory manner. Best identify 
what types of considerations should be made for an ML model being applied in 
a particular domain (industry, geography, population, etc.) to design a fair and 
contextually appropriate ML model’ (19). 

– �‘Countries need to take proactive steps towards the inclusion of women in the co-
ding and the design of machine learning and AI technologies. The low involvement 
and marginal inclusion of women in the coding and design of AI and machine 
learning technologies is leading to a variety of problems, including the replication 
of stereotypes, such as the submissive role of voice-powered virtual assistants, 
overwhelmingly represented by women’ (5).

– �‘Foster initiatives that promote safety and transparency, and provide guidance on 
human intervention in AI decision- making processes’ (25).

According to our Code, transparency at this stage of the data pipeline consists in 
providing adequate information about compliance with ethical recommendations 
(such as the ones included in this code) to other stakeholders. The Code maintains 
that this is a necessary step for the maintenance of ethical data practices at the 
level of the entire ecosystem. Ideally, a company’s claims concerning the ethical 
qualities of its products and procedures should be externally verifiable, at least by 
contracted auditors if not by the wider public. Examples of the same general idea 
are found in the guidelines we examined: 

– �‘Organizations should publicly describe the model governance programs they 
have in place to detect and remedy any possible discriminatory effects of the data 
and models they use, including the standards they use to determine whether and 
how to modify algorithms to be fairer’ (17).

– �‘Guiding Questions: Have we openly disclosed what aspects of the decision-ma-
king are algorithmic? How much of our data sources have we made transparent? 
Have we provided detailed documentation, technically suitable APIs, and permis-
sive use of terms to allow third parties to provide and review the behavior of our 
system? Can you provide for public auditing (i.e., probing, understanding, revie-
wing of system behavior) or is there sensitive information that would necessitate 
auditing by a designated third party? How will you facilitate public or third-party 
auditing without opening the system to unwarranted manipulation?’ (19)

– �‘Initial Steps to Take: Document and make available an API that allows third parties 
to query the algorithmic system and assess its response. Make sure that if data 
is needed to properly audit your algorithm, such as in the case of a machine-lear-
ning algorithm, that sample (e.g., training) data is made available. Make sure your 
terms of service allow the research community to perform automated public au-
dits. Have a plan for communication with outside parties that may be interested in 
auditing your algorithm, such as the research and development community’ (12).
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In our Code, the recommendations relating to accountability are intended to ensu-
re that the company‘s top management can take responsibility for the end product 
in an appropriate manner. Some guidelines we reviewed seemed preoccupied with 
avoiding the use of algorithmic decisions as a smokescreen behind which to hide 
human decisions. For example: 

– �‘For the foreseeable future, A/IS should not be granted rights and privileges equal 
to human rights: A/IS should always be subordinate to human judgment and con-
trol (9). ‘A/IS’ stands for Autonomous and Intelligent System. Ensuring Accountabi-
lity Principle: Legal accountability has to be ensured when human agency is repla-
ced by decisions of AI agents’ (4).

– �‘Identification Obligation. The true operator of an AI system must be made known 
to the public’ (18).

We believe that this is only one special case of failure of accountability, and that 
accountability should be understood more generally – that is, not in the narrow 
sense of ensuring meaningful human control (59) (important in the case of autono-
mous AI but not for many other data-driven services), but in the broader sense of 
ensuring ethical governance of the overall decision process. This is also a concern 
found in other guidelines:

– �‘Continued attention and vigilance, as well as accountability, for the potential ef-
fects and consequences of, artificial intelligence systems should be ensured, in 
particular by…establishing demonstrable governance processes for all relevant 
actors’ (6).

– �‘Recommendation Accountability 3.4. Systems for registration and record-keeping 
should be created so that it is always possible to find out who is legally responsible 
for a particular A/IS’ (9). 

– �‘Guiding Questions: Who is responsible if users are harmed by this product? What 
will the reporting process and process for recourse be? Who will have the pow-
er to decide on necessary changes to the algorithmic system during design, pre-
launch, and post-launch? Initial Steps to Take: Determine and designate a person 
who will be responsible for the social impact of the algorithm. Develop a plan for 
what to do if the project has unintended consequences. This may be part of a 
maintenance plan and should involve post-launch monitoring plans. Develop a 
sunset plan for the system to manage algorithm or data risks after the product is 
no longer in active development’ (12).
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