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Abstract 
Web Virtual Reality (WebVR) extends the World 

Wide Web (WWW) in its possibilities by enabling it to 
present 3D objects. Past research suggests that this 
could enhance accessibility and calls for further re-
search on user acceptance of this technology. This study 
conducts an online experiment with a manual for folding 
an origami figure and compares data from a classic ap-
proach versus one where a WebVR manual is presented. 
Time, quality, knowledge transfer, and motivation are 
measured, and mediation is tested for usability, cogni-
tion, imagination, and comprehensibility. Participants 
show higher levels of motivation, mediated by compre-
hensibility and less cognitive effort. The reduced cogni-
tive strain enhances knowledge transfer. Furthermore, 
the time used is lower in the WebVR setting than in the 
traditional one. This effect is moderated by usability. 
Regarding quality, no significant effects are reported.  

 
1. Introduction  

 
Not only is the market around extended realities 

(XR) such as augmented reality (AR), virtual reality 
(VR), and mixed reality (MR) growing [1], but VR is 
used more and more in the context of the WWW with 
the technology called WebVR. Researchers wonder if 
WebVR can further fuel the adoption of VR [2] because 
hardware costs are no longer a main barrier [3]. Further-
more, some researchers reason that WebVR may even 
enhance accessibility [2] and call for further analysis re-
garding user acceptance of MR [4]. Additionally, user 
instruction manuals are quite common, and in the case 
of IKEA, many people may have their own experiences 
with reading manuals to assemble a product that comes 
in parts. But customer support use cases of user instruc-
tion manuals or maintenance operations are a field 
where manuals are often used too. 

Therefore, this research paper seeks to shed light on 
the use case of manuals and test a version implemented 
with WebVR compared with a traditional manual to an-
swer the research question of how user perception differs 
in a virtual manual compared with a classic paper man-
ual.  

 
2. Literature  

 
In this section, an overview of relevant concepts as 

well as literature is given, and WebVR is introduced. Ex-
tended reality (XR) is the term that can be used to cover 
VR, AR, and MR. In this paper, a focus on WebMR and 
VR is appropriate as the artifact used is a WebVR imple-
mentation.  

 
2.1. Virtual Reality 

 
According to Milgram, VR is “an environment is one 

in which the participant observer is totally immersed in, 
and is able to interact with, a completely synthetic 
world” [5, p. 1372]. VR can be further subdivided into a 
technological, a human–computer interaction (HCI) and 
a mental experience perspective [6]. In line with this cat-
egorization is the one of Burdea and Coiffet that base 
their characterization of VR on the three Is: immersion, 
interaction, and imagination [7].  

Typically, a head-mounted display (HMD) is used 
(e.g., HP OmniCept, HTC Vive, Oculus, and others), and 
controllers that can have up to six degrees of freedom. 
Immersion, interaction, as well as imagination can be 
implemented with this technology. When wearing an 
HMD, the user is physically immersed in the virtual 
world. This interactive, immersive experience tends to 
be quite intense but can also lead to cybersickness due to 
conflicting sensory stimulations. Cybersickness will 
have a negative impact on users’ intentions to use VR 
[8]. 
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2.2. WebXR 
 

WebXR is the term that encapsulates both VR and 
AR applications that run without additional hardware or 
software in a web browser, and users can immerse into 
virtual worlds through their smartphone, desktop, or 
HMD [9].  

WebVR combines 3D VR representation with web 
technology, and 3D objects can be seen and interacted 
without an HMD or six-degree-of-freedom controllers.  

A-Frame is a JavaScript framework that is open 
source [10] and can be used to implement WebVR ap-
plications that run in browsers. These applications run 
in a browser without the need for controllers or addi-
tional hardware. Research on multi-user online VR en-
gines based on a peer-to-peer (P2P) network has been 
conducted [11] and is an example of the technological 
maturity of the technology. 

This technology is platform independent and does 
not have to be installed. Therefore, a URL request is suf-
ficient to experience WebVR, which is an advantage of 
this technology. Its disadvantages are its quality limita-
tions, and except for a split-screen mode (e.g., used with 
smart phone cradles such as Google Cardboard), the 
view is not stereoscopic, rendering this experience typi-
cally less immersive than one with binocular HMDs.  

 
2.3. Empirical Evidence 

 
A systematic literature review of AR in maintenance 

finds evidence that it can be used in the context of con-
sumer technology such as printers and notebooks to con-
duct basic maintenance tasks [12]. However, although 
development platforms, hardware, visualization, track-
ing, and authoring are covered, WebVR is not specifi-
cally mentioned or analyzed. Only large-screen solu-
tions are analyzed, as well as error rates and execution 
time drop when AR is used [13]. 

Online retail has also discovered AR as a technol-
ogy. The effects of AR on cognition as well as on con-
sumers’ product attitude have been studied, in which 
cognitive load and cognitive fluence play as mediators 
[14]. The study uses high and low physical control of 
the 3D product as manipulation.  

Furthermore, meta-analysis concludes technology 
such as VR and AR have positive effects on learning 
[15]–[20] and more specifically on the transfer of 
knowledge. Even the framework MAGIS (mobile aug-
mented-reality games for instructional support) has been 
implemented [19]. 

However, the authors of this paper did not identify 
specific research on WebVR and instruction manuals 
even though the research introduced above points to-
ward an application in this area. 

Therefore, it seems promising to use this technology 
in the context of a user manual because here, explicit 
knowledge is made accessible to users or knowledge 
may even be transferred. Furthermore, FAQ (frequently 
asked question) webpages, videos, microsites, or just 
plain PDF documents are common when supporting cus-
tomers seeking help. Therefore, this paper contributes to 
prior research by closing this research gap and exploring 
the effects of 3D WebVR instruction manuals compared 
with a conventional user instruction manual. 

 
2.3.1. Sense of Presence 

 
Empirical evidence suggests that an immersive sense 

of presence has positive effects on learning outcomes 
and presence and performance are correlated [20]. VR 
can affect presence [21]. Furthermore, action., symbolic, 
sensory and social immersion enhance motivation [21], 
[22]. Here, cybersickness can also play a role, and if one 
feels cybersick, the sense of presence is affected [23]. 

 
2.3.2. User Acceptance  

 
Empirical evidence suggests that positive effects of 

VR and AR are reported in education [15, 16, 24], smart 
cities [25], health and medicine [26], and teamwork [27]. 
Online VR can even build trust [28] and is, therefore, 
relevant to e-commerce as intentions to transact [29] and 
purchase [30].  

A prominent model of user acceptance is the technol-
ogy acceptance model (TAM), introduced by Davis [31], 
while more recent research has introduced the virtual re-
ality hardware acceptance model (VR-HAM) [32]. It has 
been shown that the TAM also holds true in a WebVR e-
commerce setting [33]. 

Furthermore, researchers explicitly call for more re-
search on MR and mention providing users with user-
friendly and effective manuals in the context of assembly 
as a further opportunity for research [34].  

Empirical evidence suggests that VR manuals are 
easier to comprehend than traditional user manuals and 
can lower costs [35]. 
 
2.3.3. Usability 

 
User experience (UX) can cover the dimensions con-

tained in TAM (perceived ease of use and perceived use-
fulness) but has a more holistic approach covering the 
experience as a whole. Therefore, hedonic and utilitarian 
aspects are important, and research extending the TAM 
links hedonic aspects to perceived usefulness, which, in 
turn, affects users’ intention to use [8].  

Usability as a construct and concept of how easy and 
intuitive an artifact or object can be used by its user is 
omnipresent in IT artifacts, and the virtual and 
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augmented worlds are no exception. Furthermore, em-
pirical findings suggest that VR can positively affect us-
ability [21]. Therefore, in this study, this concept is also 
present and measured.  

 
3. Method 
 

Of the invitations sent to 145 participants to start the 
online experiment, 96 were completed and can be con-
sidered for further analysis.  

 

 
Figure 1: Start screen of the  

WebVR manual 
 

 
Figure 2: First step of the paper manual 

 
3.1. Operationalization  
 

The online questionnaire contains questions regard-
ing the time taken to solve the task, transfer of 
knowledge, motivation, sense of presence, usability, 
cognition, imagination, and comprehensibility. These 
variables are measured with a 5-point Likert scale. The 
Likert scale items are reversed (1 = completely agree to 
5 = completely disagree).  

Because of the COVID-19 pandemic, this research 
was not conducted in the lab, but as an online experi-
ment with random allocation of participants to the treat-
ment and the control group. 

The task at hand for this online experiment is to fold 
an origami figure of a flying duck (see Figure 1) [36] 
using a paper manual for group A (in the online experi-
ment, a PDF file with the steps as well as an illustration 

of the final product is used; see Figure 2), and for group 
B, with the help of WebVR, a manual with 3D WebVR 
representation of the steps as well as the final product 
(see Figure 1) is used. After finishing the task, the par-
ticipants are presented with an online questionnaire. 
They had to report the time it took them to finish the task 
as well as the quality (number of errors) by self-reported 
measures.  

The items for motivation, sense of presence, compre-
hensibility, and transfer of knowledge are drawn from 
Huang et al. [37] and imagination from Huang et al. and 
Burdera and Coiffet [7]. The scale for usability is drawn 
from Thomas et al. [38] and cognition from Jansen-Os-
mann [39].  

These scales were used because developing our own 
items did not seem feasible for this first comparison of 
WebVR to a traditional user manual and for comparabil-
ity reasons to prior research. Furthermore, no scales were 
available in the context of user manuals regarding the 
constructs mentioned above. Additionally, the authors 
argue that it is feasible to use scales from prior research 
as learning and user manuals can be seen as related in a 
sense that somebody does not understand how to do a 
specific task and thus consults a user manual to obtain 
this knowledge or learn how to execute the task at hand.  

A pretest of the questionnaire was conducted before 
sending out the invitation to participate in an online ex-
periment by e-mail. 
 
3.2. Hypotheses 
 

Based on the literature and meta-analysis introduced 
in the literature part of this paper, hypotheses are derived 
and verified in the experiment and later tested in the data 
analysis. The derived hypotheses are listed in Table 1. 
Both VR and AR have shown positive effects on learn-
ing [15, 16, 24]; thus, hypotheses 1 and 2 are derived. As 
the 3D WebVR representation of folding an origami is 
richer than a PDF user manual, hypothesis 2 is derived. 
Prior research suggests that AR [24] and VR [21, 37, 40–
44] technology can have a positive effect on motivation; 
hence, hypothesis 4 is derived. If the transfer of 
knowledge with WebVR is easier, this should reduce the 
time needed to solve the task at hand, which is hypothe-
sis 5. As past research suggests positive effects of sense 
of presence on learning, hypothesis 6 is derived. Further-
more, the positive effects of usability suggest that it 
could moderate hypotheses 1 to 4. Therefore, hypothesis 
7 is derived. In prior research, cognition plays a role 
when processing information in virtual worlds; hence, 
hypothesis 8 is derived. Closely linked is the line of ar-
gument that if one can better imagine, in this case, the 
steps needed to obtain the final folded origami, this me-
diates hypothesis 2 and constitutes hypothesis 9. Com-
prehensibility can arguably affect the transfer of 
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knowledge, quality of the end product, and motivation; 
thus, hypothesis 10 is derived, positing mediating ef-
fects on hypotheses 2 to 4. 
 

Table 1: Overview of the Hypotheses 
# Text Result 

1 
It takes less time to solve a task 
with the WebVR manual than with 
the paper manual. 

Accept 

2 
The transfer of knowledge is eas-
ier with a WebVR manual than 
with a paper manual. 

Accept 

3 
The quality of the end product is 
higher with a WebVR manual than 
with a paper manual. 

Reject 

4 
The motivation is higher with 
WebVR manuals than with paper 
manuals. 

Accept 

5 
The easier transfer of knowledge 
reduces the time with solving the 
task at hand.  

Accept 

6 The sense of presence moderates 
H1 to H4. Reject 

7 Usability moderates H1 to H4. Accept 

8 Cognition mediates the effect in 
H2. Accept 

9 Imagination mediates the effect in 
H2. Accept 

10 Comprehensibility mediates the 
effect in H2 and H4. 

Accept 
(partial 
media-
tion) 

 
4. Results, Discussion, Implications, and 
Limitations 

 
Data collection was conducted in the spring term of 

2020, and a total of 96 valid and complete surveys were 
reported. 

 
4.1. Sample Description 

 
The participants in group A (paper manual) have an 

average age of 29.58 (SD = 8.4) years, while the partic-
ipants in group B (virtual manual) have an average age 
of 27.75 (SD = 5.6) years. Group A has 11 female and 
32 male participants, while group B contains 23 female 
and 30 male participants. A comparison of distribution 
regarding gender did not reveal significant results re-
garding the constructs listed in Table 2. The total num-
ber of participants (n) is 96, 43 participants in group A 

and 53 in group B, and 77.1 percent hold a higher edu-
cation or academic degree.  

 
4.2. Data Analysis 

 
IBM SPSS was used for data analysis.  
 

4.2.1. Reliability 
 
Before conducting further analysis, construct relia-

bility was assessed by calculating and comparing 
Cronbach’s alpha values to the cutoff value of .7 sug-
gested by Nunally [45] (an overview is given in Table 
2).  

 
Table 2: Reliability (Cronbach’s Alpha) 
Construct  Cronbach’s 

Alpha 
# 

Items 
Transfer of 
Knowledge 0.928 3 

Motivation 0.959 3 
Usability 0.843 3 

Sense of Presence 0.949 3 
Imagination 0.955 3 

Comprehensibility 0.973 3 
Cognition 0.969 3 

 
All α values are well above the recommended cutoff 

value of .7. Therefore, further analysis is conducted. 
 

Table 3: Descriptive Statistics 
Group n Mean SD 

Quality 
A 43 2.74 1.311 
B 53 2.32 1.312 

Transfer of Knowledge 
A 43 3.7597 0.9381 
B 53 1.9623 0.8182 

Motivation 
A 43 3.9922 0.8591 
B 53 1.7736 0.7004 

Usability 
A 43 2 0.6862 
B 53 1.8365 0.7916 

Sense of Presence 
A 43 3.9225 0.7623 
B 53 1.7107 0.7368 

Imagination 
A 43 3.8295 0.6721 
B 53 1.6101 0.68 
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Group n Mean SD 
Comprehensibility 

A 43 3.2868 1.1399 
B 53 1.5346 0.7549 

Cognition 
A 43 3.5039 0.874 
B 53 1.6226 0.7192 

 
A comparison of descriptive values such as the mean 

values in Table 3 shows that lower values in group B are 
in line with theory as the Likert scale items are reversed 
(1 = completely agree to 5 = completely disagree). 

Because the values do not follow a normal distribu-
tion, a Mann-Whitney U-test is conducted to test for dif-
ferences between the groups and to test the hypotheses 
of this study. 

 
4.2.2. Hypotheses Testing 

 
In Table 4, an overview of the constructs tested with 

the Mann-Whitney U-test is given. Apart from quality 
and usability, all other constructs show significant dif-
ferences.  

Table 4: Mann–Whitney U-Test 
Construct U Sig. Z r 
Time taken 526 .000 -4.604 -0.47 
Quality 917.5 .091 -1.692 -0.173 
Transfer of 
knowledge 195 .000 -6.995 -0.714 

Motivation 89.5 .000 -7.797 -0.796 
Usability 907 .079 -1.754 -0.712 
Sense of 
Presence 77.5 .000 -7.899 -0.179 

Imagina-
tion 73 .000 -7.983 -0.815 

Compre-
hensibility 262 .000 -6.58 -0.672 

Cognition 121 .000 -7.608 -0.776 

 
Because the time taken significantly differs between 

the treatment and control group, H1 is accepted. There-
fore, it takes less time to solve the task at hand with a 
WebVR manual than with a paper manual. 

Transfer of knowledge does significantly differ; 
therefore, H2 is accepted, and a WebVR manual does 
lead to an easier transfer of knowledge than a paper 
manual. 

Quality does not significantly differ between groups; 
therefore, H3 is rejected, and a WebVR manual does not 
lead to higher quality than a paper manual.  

Motivation significantly differs between the groups; 
therefore, H4 is accepted, and a WebVR manual leads 
to higher motivation than a paper manual. 

Knowledge transfer significantly differs; hence, H5 
is accepted, and a WebVR manual leads to higher 
knowledge transfer and thus a shorter time spent (see 
H1) for solving the task.  

H6 is tested by means of regression, which includes 
sense of presence and time, knowledge transfer, quality, 
and motivation. None of the regressions showed a sig-
nificant interaction term; therefore, H6 is rejected. 

H7 is tested by means of regression. Time (β = 1.659, 
p = .026), transfer of knowledge (β = .680, p = .002), and 
motivation (β = .505, p = .016) are all significant. The 
interaction term of the quality (β = .726, p = .046) con-
struct is significant as well. Therefore, H7 is accepted, 
and usability moderates the effects in H1 to H4. 

H8 is tested by means of regression (see Table 5 for 
an overview). Path A leads from the independent varia-
ble (IV) to the mediator, whereas path B leads from the 
mediator to the dependent variable (DV). The direct ef-
fect is from the IV to the DV.  

 
Table 5: Mediation Analysis 

Path Beta SD t p 
A -1.881 0.167 -11.215 .000 
B 0.846 0.096 8.776 .000 
C -1.797 0.183 -9.727 .000 
Direct -0.205 0.260 -0.791 .430 

 
Because path A and path B are significant, the direct 

effect is a mediation that can be reported. Therefore, H8 
is accepted. 

The mediation analysis in Table 6 and Table 7 sug-
gests that a mediation effect can be reported here as well, 
and H9 is accepted. Therefore, imagination mediates the 
effects in H2 and H4. 

 
Table 6: Mediation Analysis  

(Imagination/Knowledge Transfer) 
Path Beta SD t p 

A -2.219 0.141 -15.783 .000 
B 0.787 0.139 5.653 .000 
C -1.797 0.184 -9.773 .000 
Direct -0.051 0.383 -0.132 .895 

 
Table 7: Mediation Analysis  
(Imagination/Motivation) 

Path Beta SD t p 
A -2.219 0.141 -15.783 .000 
B 0.719 0.120 6.012 .000 
C -2.219 0.164 -13.501 .000 
Direct -0.624 0.329 -1.895 .061 
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Table 8: Mediation Analysis  
(Comprehensibility/Motivation) 

Path Beta SD t p 

A -1.752 0.205 -8.561 .000 

B 0.747 0.064 11.602 .000 

C -1.797 0.184 -9.773 .000 
Di-
rect -0.488 0.182 -2.683 .009 

 
Table 9: Mediation Analysis  

(Comprehensibility/Motivation) 
Path Beta SD t p 

A -1.752 0.205 -8.561 .000 

B 0.550 0.060 9.170 .000 

C -2.219 0.164 -13.501 .000 

Direct -1.255 0.184 -6.811 .000 

 
The data in Table 8 and Table 9 suggest that media-

tion is present as both path A and path B are significant. 
However, because in both tables, the direct effect is also 
significant, a partial mediation must be reported. There-
fore, H10 is accepted as significant mediation is present. 

 
4.3. Discussion 

 
The results of this study are interesting as it takes 

less long to fold an origami duck (task at hand) with 
WebVR than with a paper manual. Furthermore, moti-
vation, a relevant construct in the context of learning, is 
higher when interacting with WebVR than with a paper 
manual. This is in line with prior research on AR [24] 
and VR [21, 37, 40–44] and can now be confirmed for 
WebVR as well.  

The effects of WebVR on time as well as on motiva-
tion are moderated by usability. Prior research finds me-
diating effects of ease of use [31, 32], but latest findings 
on TAM [8] applied to VR find no significant path of 
ease of use. Hence, further research is needed. Further-
more, mediation is present. Cognition and imagination 
mediate the effect of knowledge transfer. Furthermore, 
comprehensibility partially mediates knowledge trans-
fer as well as motivation.  

However, the quality of the product isn’t higher in 
WebVR compared with a paper manual. 

 
4.4. Implications 
 

The results of this study suggest that WebVR can 
help in solving tasks that are unknown at first and are of 
a complex nature. Not only does the time decrease to 
solve this task, but also motivation is higher in a WebVR 
setting than in that of a paper manual. Therefore, it is 
advised to identify and evaluate further use cases such 
as the one presented in this paper to enhance learning 

experiences as well as be more cost-efficient (less time) 
in a business context.  

Furthermore, WebVR not only increases the level of 
motivation but also reduces cognitive load while per-
forming the task because of the interaction (turning of 
the object and interacting with the manual) and the 
WebVR visualization, which is better for 3D objects like 
the origami duck.  

 
4.5. Limitations 

 
A student sample must be considered. Furthermore, 

the quality and time spent to solve the task are self-re-
ported measures, and this must be considered when in-
terpreting the results of this study.  

This study was conducted with a task that benefits 
from 3D representation as the object can be turned and 
interaction with the object is presumably beneficial re-
garding the solving of the task. 

 
5. Further Research 

 
More complex analysis, for example, SEM (struc-

tural equation modeling), could help shed light on the 
mediating and moderating relationships as well as the di-
rect and indirect effects that some prior studies have 
found for ease of use [31], [32] and other latest research 
have not [8]. 

This study focuses on the folding of an origami duck, 
and this may not be a typical business case. Hence, fur-
ther research may evaluate additional use cases with a 
more business-relevant touch, such as executing mainte-
nance tasks.  
 
6. Concluding Remarks  

 
The key takeaway is that WebVR can support users 

and customers when solving complex tasks. Prior re-
search on AR and VR has shown positive effects of this 
technology, but with these results, WebVR can be a valid 
option for implementing user manuals in an interactive 
and visually more modern way than providing a static 
PDF. This has positive effects on the time needed to ex-
ecute the task explained with WebVR.  

Academics and practitioners alike are invited to iden-
tify further use cases and evaluate in their field if 
WebVR could enhance learning experiences as well as 
online service encounters and cut costs by reducing the 
time needed to solve tasks and learn new skills as well 
as increasing motivation, a key success factor regarding 
learning outcomes.  

It has to be mentioned that usability moderates some 
effects reported in this study, and hence, it should be 
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taken into consideration when implementing WebVR 
applications.  

WebVR manuals show higher levels of comprehen-
sibility; therefore, they presumably could contribute to 
enhancing usability.  

Because the WebVR technology runs without any 
additional hardware on many platforms in standard 
browsers, use cases where paper manuals are present are 
worth evaluating regarding the potentials of WebVR as 
the benefits shown in the data presented in this study. 
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