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Abstract

The rapid advancements in large language models (LLM)
and artificial intelligence (AI) have been a subject of recent sig-
nificant interest and debate. This paper explores the impact of
these developments on language learning. I discuss the technol-
ogy underlying AI-based tools and the natural language process-
ing (NLP) tasks they were originally designed for. This will help
us to identify opportunities and limitations regarding their use
in the context of language learning. I then examine how such
technology can be used efficiently and effectively in language
teaching and learning. The availability of such tools will require
language teaching to focus on the non-mechanical aspects of
writing. Similarly, automatically produced personalized teach-
ing and learning materials will not replace human teachers, but
give space for and support human–human interaction.

1 Introduction
For some years now, language technology and Natural Language Pro-
cessing (NLP) improves ever faster and seems to have achieved a de-
gree of maturity to be effectively and efficiently included into almost all
daily communicative situations. For some applications like translation,
it is already used as an accepted agent to take over some tasks previ-
ously done by humans. It has been proven again and again, however,
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that machine translation (MT) cannot replace human-lead translation
but rather changes established procedures and processes. (Bowker and
Ciro, 2019) The quality of current MT systems also raises questions on
whether or not it is actually useful or necessary to actively learn a foreign
language, and how to include MT as an element into the Common Euro-
pean Framework of Reference for Languages (CEFR) (Delorme Benites
and Lehr, 2022).

Applications using language technology are often called Artificial Intel-
ligence (AI) or AI-based tools. The sudden availability of such appli-
cations to the general public in late November 2022, with ChatGPT
from OpenAI as the most prominent example, seems to indicate that
indeed automatic production of texts in human-like quality is now possi-
ble. Millions of users tried out ChatGPT in December 2022, the under-
lying resources got integrated into existing or new applications. Social
and traditional media were flooded with astonishing examples of texts
produced by ChatGPT, but slowly skeptical voices appeared, pointing
to flaws or even errors. Previous to ChatGPT, Meta had released Galac-
tica, which swiftly had to be deactivated as users discovered and showed
serious issues that had not been properly communicated or addressed by
Meta. ChatGPT in contrast appeared to “have learnt” from this and
made clear that not everything in the texts produced should be taken
too serious; the application also refuses to produce clearly offensive or
malicious texts.

Technology of any kind is created to serve certain purposes. Language
technology in general is designed and implemented to solve specific
language-related tasks. ChatGPT and similar applications produce
texts according to prompts in an interactive way while the user is in
the lead.

The sudden availability of mature language technology to the general
public in late 2022 together with advertisement explicitly highlighting
its capabilities to produce essays as expected to be written by students
and academics alike, started fierce discussions on social media, in ad
hoc organized online conferences and talks in December 2022, and in
newspapers.

Considering the assumed and actual relevance for learning and teach-
ing, this discourse constitutes an example of what Mahlow and Hediger
(2021) elaborate as loosely coupled system of technology and pedagogy.
In this case general-purpose technology can be used for teaching and
learning by leveraging certain aspects and making use of affordances
(Mahlow and Hediger, 2021). It is also a very nice example of a view
Norman (1993) expressed: Technological progress has massive effects
on societal progress wich leads to further purposeful development of
technology (Norman, 1993, 7-8). Interpreting “society” as educational
institutions, we are just witnesses of developments both in pedagogy as
well as in technology which are connected in a flexible way forming
a “loosely coupled system” (Weick, 1976). As technology has made
massive progress, we are now faced with massive effects in learning and
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teaching. Understanding both this coupling as a general principle and
its effects as well as the concrete technology it affects, will allow for pur-
poseful but far-ranging controlled transformations in (language) learn-
ing and teaching. Which in fact could be called digital transformation
of language learning, as whole processes are involved going beyond mere
digitization and digitalization (Mahlow and Hediger, 2019).

In this paper I focus on how to use current language technology for lan-
guage learning with an emphasis on writing. Writing is both an every-
day activity and a significant competence learners acquire to actively
and successfully participate in communicative situations. Writing and
learning how to write in a first as well as in a foreign or second lan-
guage is thus an important skill. Writing competencies are specifically
addressed as written production in the Common European Framework
of Reference for Languages (CEFR) (Council of Europe, 2001, 2020).
Producing written texts involves cognitive and linguistic competencies.
Cognitive competencies address knowledge about genres and organiz-
ing relevant information or facts to achieve a certain communicative
goal. Linguistic competencies on the other hand cover general mor-
phological and syntactical knowledge, but also refer to a repertoire of
vocabulary, phrasal structures, and discourse devices language learners
acquire. Both aspects are interconnected: What is usually covered by
“style” might be interpreted and described as appropriate genre-specific
linguistic features.

Learning how to write thus should address all aspects and offer oppor-
tunities to explore and train cognitive, pragmatic, as well as linguistic
competencies. Written texts produced by language learners are often
used as evidence of learners’ performance and serve assessments pur-
poses. They supposedly show whether or not learners are able to cor-
rectly recognize specific communicative situations and apply appropri-
ate linguistic features to master this scenario and thus prove competence
at a certain level.

If we agree that similar to earlier experiences in the field of translation,
language technology changes established writing processes but never
replaces humans completely, learning how to write will remain in cur-
ricula. Available applications as well as potential new ones—given the
general capabilities of the underlying resources—will become an inte-
gral part of language learning. Focusing on opportunities coming with
almost disruptive changes to learning and teaching will allow to fo-
cus on specific pedagogical aspects (again) and support learners in new
ways.

The rest of this paper is structured as follows: First, I look at the un-
derlying technology for AI-based applications like ChatGPT and show
what they are designed for in section 2. This will help to understand
general chances and limits. Section 3 looks at opportunities for automa-
tion in learning and teaching for which language technology in fact can
be used efficiently and effectively.
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2 LLM as core of language-processing and language-producing AI applications
Specific applications of language technology are the focus and the cen-
ter of enthusiastic optimism as well as of fierce debates about danger of
all kinds. Single applications are used as proxy in discourses—at the
time of this writing, “ChatGPT” is used when actually discussing AI-
based language technology at large—where we rather should look at
the underlying resources and technology to be able to evaluate and as-
sess general possibilities and limits. This certainly requires good under-
standing of the nature of these resources, general scenarios they could
be used in, and assumptions of what would be needed to make it useful
for the intended task (e.g., percentage of correct results or performance
compared to humans).

The core of today’s AI-based applications in language learning and
teaching are Large Language Models (LLM), which I address in this
section. If we understand how language models are constructed and
what they can be used for in general with reasonable confidence, we
will be able to determine the role of existing and future applications
based on these resources. A crucial aspect when talking about language
technology are general approaches and tasks in Natural Language
Processing (NLP), which clearly profit from improving LLM and which
can be used as resources and tools for activities in learning and teaching.
Clearly, the currently most impressive use of LLM is the production
of texts in reaction to user prompts. From a technical point of view,
ChatGPT is just a chatbot using a specific LLM with a very convincing
and easy to use interface; its success underlines the importance of the
user interface.

2.1 Large Language Models

Large language models are resources for language technology applica-
tions that use deep neural networks with a huge number of features
and parameters trained on massive amounts of text data. Examples are
Google’s BERT (Devlin et al., 2019) with 340 million parameters and
PaLM (Chowdhery et al., 2022) with 540-billion parameters, and Ope-
nAI’s GPT-3 trained on 45 tera bytes of text with 175 billion parameters
(Brown et al., 2020). OpenAI’s ChatGPT is a chatbot based on an ad-
vanced version of GPT-3—GPT-3.5—with additional fine-tuning and
the capability to store and make use of previous utterances both from
the bot and from the user. GPT-4 is announced to be released in early
2023 with even more parameters.

wordformFor training—i.e., for creating the models in the first place—,
these models use unlabeled text. The texts have not been preprocessed
or annotated for any information: they use so-called unsupervised learn-
ing. Which also means that there is no significant control or knowledge
of the sources and original intentions of these texts: one would perhaps
like to exclude machine-produced texts (either generated or automati-
cally translated texts), to verify the language of texts and probably treat
multilingual texts separately, use weighting to address and level out bi-
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ases, etc. Modeling only takes into account what are usually called left
and right contexts of words, i.e., what is before and after each single
wordform.

In a broad linguistic abstraction: language models entail only co-text of
language units but have no access to context. The power of a model is
influenced both by the amount of training data and by the number of
parameters the model uses to first classify co-text and later retrieve pos-
sible or plausible co-text by using a new architecture called transformers
(see Tay et al., 2022). Large language models are simply language models
trained on large amounts of texts and use large amounts of parameters.

Language models and their use could be understood as an actual im-
plementation of Firth’s well-known statement: “You shall know a word
by the company it keeps” (Firth, 1957, 11) which influenced lexical se-
mantics and was used to allow for drawing conclusions not only on the
meaning of words but also on the concepts behind words or sequences
of words. However, words and their co-texts do not allow to deduce all
facts, readers as well as writers are aware of and use. Obvious examples
include the need for providing additional context when reading and pro-
cessing historical texts (Piotrowski, 2012) as well as the still hard task
to unambiguously determine specific persons and places which needs
additional resources in named entity recognition (Wang et al., 2021).

However, LLMs—and language models in general—are used in various
specific tasks in Natural Language Processing (NLP) and are one reason
for significant performance gains in these tasks.

2.2 Natural Language Processing Tasks and Potential Use for Language
Learning and Teaching

Some established NLP tasks serve as basis for applications in language
learning and teaching. The field of Computer-Assisted Language
Learning (CALL) has progressed a lot since Levy (1997) established
the term, which later changed to Technology-Enhanced Language
Learning (TELL). Zhang and Zou (2022) provide a comprehensive
overview on the current state of the art focusing on five major types of
technology for second and foreign language learning: mobile-assisted,
multimedia, socialized, speech-to-text and text-to-speech assistance,
and gamification. Here we take a different perspective and show
which NLP tasks can be incorporated in TELL, focusing on generally
available technology for non-educational purposes whose affordances
allow for use in educational applications and settings (Mahlow and
Hediger, 2021).

NLP is used for text indexing and keyword extraction (e.g., Hulth,
2003), which can be used just as such: to create an index of several
texts or a set of keywords for a text. In addition, there is a long
tradition on formally modeling the underlying structure of a text (e.g.,
Hobbs, 1984; Hobbs et al., 1982) used for answer extraction (AE) (e.g.,
Schwitter et al., 2000; Seonwoo et al., 2020) and question answering
(QA) (e.g., Adlakha et al., 2022; Kwiatkowski et al., 2019), where
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users can input a question and are either provided with a fitting text
snippet (AE) or with a generated answer based on extracted small text
snippets. These techniques can be used for the construction of reading
comprehension tests. Extracted keywords (or concepts) can also be
provided as seeds for higher level systems to look up suitable references
or to point readers to more elaborate explanations of these concepts
considering the individual learner’s level of competence (Meurers
et al., 2010; Chinkina et al., 2016).

Summarization of texts build on these tasks: they are provided as extrac-
tion of the most relevant sentences (e.g., Jia et al., 2020) or by applying
abstractive summarization where sentences with the most important in-
formation are generated (e.g., Wang et al., 2020). Irrespective of the
technique applied, summarization can be used as part of a feedback sys-
tem: the writer is provided with a summary of the text produced, they
then have to decide themselves whether or not this summary fits their
original communicative intention and identify passages in the text to
be revised.

Approaches used in summarization can also be applied to shorten texts
by keeping the original message intact. This could be used by learners
to make their writing fit the formal constraints of a writing task, and it
can be used by teachers to provide learners with an abbreviated version
of a longer text from a newspaper or the like.

Checkers for spelling, grammar, and style have been around since the
1970s (Macdonald et al., 1982; Heidorn et al., 1982). Originally de-
signed to support expert writers (Fontenelle, 2005; Heidorn, 2000), they
have been adapted and advanced to address learners’ needs (e.g., Ga-
mon, 2010; Tschichold et al., 1997); this development is still ongoing
(e.g., Sjöblom et al., 2021; Yuan and Bryant, 2021).

Google introduced a new approach to grammar correction in 2019 by
interpreting grammatical error correction as “translation from an un-
grammatical to a grammatical sentence” (Kumar and Tong, 2019). This
allows for the application of machine translation—which is also based
on language models—to this task (Lichtarge et al., 2019). Machine
translation can also be used for round-trip-translations (Somers, 2005),
which allows writers to get suggestions on alternative formulations of
sentences and paragraphs of their texts: a text in language A is automat-
ically translated into another language B, and the resulting text is then
immediately translated back into language A. Due to the properties of
LLMs, the resulting text often uses more idiomatic syntax, some words
and phrases may be replaced by synonyms or plausibel alternatives re-
specting the co-text. This way, the writer receives a revised version for
their original text which can be used as starting point to make learners
aware of and discuss vocabulary choice, grammar, style, etc.

Co-reference resolution aims to identify and link entities (persons, or-
ganizations, places, etc.) mentioned in texts by variants of their full
names or by pronouns (e.g., Peng et al., 2016; Roesiger and Kuhn, 2016).
When learning to write in a foreign language, these co-reference chains
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can be used to produce fill-in-the-blank variants of a given text and ask
writers to input appropriate variants of the respective entity. They can
also be used to check for consistency when writers revise their texts.

Text simplification generates new texts simpler in vocabulary and syn-
tactic structure by keeping the information and communicative goal of
the original text (e.g., Grabar and Saggion, 2022). Simplification can
be applied to produce plain/simple language versions of texts—e.g., for
Wikipedia (Coster and Kauchak, 2011)—or to adapt texts for specific
language levels.

Text-to-speech (automatic rendering of written texts into audio) and
speech-to-text (automatic transformation of spoken utterances into
written texts) can be used for dictation to help writers struggling with
spelling or writer’s block, and for having written texts read aloud to the
writer to help them detect issues for revising.

Sentence similarity measures how similar sentences are with respect to
syntactical and morphosyntactical structures (Das and Smith, 2009), or
to vocabulary and semantic (Fernando and Stevenson, 2009). This ap-
proach can be used to detect topical relevance in learner essays (Rei and
Cummins, 2016) as starting point for feedback. It can also be used to
create phrasebooks from authentic learner input, to produce textbook
examples to be presented to writers as acceptable instances of rhetoric
patterns, and as ad hoc created variants of sentences or phrases the
writer produced themselves. Another application is detection of (para-
phrased) sentences or text passages produced by someone else, as used
in plagiarism detection.

Additionally, any combination of the tasks briefly described above is pos-
sible to serve specific purposes. One crucial aspect here is the quality
or correctness of results achieved by respective applications. Users will
have to evaluate whether current state-of-the-art results are good enough
to be used in real-world settings; it is nearly impossible to determine this
without considering concrete context and tasks as shown by Mahlow
and Piotrowski (2009) for automatic lemmatization and morphosyntac-
tic analysis. The combination of resources and tasks need thorough
evaluation to determine the overall quality and decide on suitability for
language learning purposes.

2.3 Automated Text Production vs. Natural Language Generation

The output of applications using LLM is often called “generated text,”
which points towards the field of Natural Language Generation (NLG).
NLG is the production of “understandable texts in […] human lan-
guages from some underlying non-linguistic representation of informa-
tion” (Reiter and Dale, 2000) and has been an active research field for
several decades. In analogy to text-to-speech, it has also been named
data-to-text (Schneider et al., 2022).

The most important aspect of NLG systems: data (i.e., measure points,
facts in any kind of knowledge base, entire databases, etc.) are the ex-
plicit context of the text to be generated. This context is made available
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in a structured form to the machine that generates the text. Addition-
ally, all information about intended audience, genre, text length, etc.,
has to be made explicit as well and is used as features and parameters for
generation. Dale (2020) gives an overview of the (commercial) state
of the art on NLG; Schneider et al. (2022) describe categories of NLG
systems. They emphasize that:

“data-to-text systems in real-world applications still require
such a share of human configuration and control and the
creative contribution share of the software […] is still so
limited that it would not be adequate to claim creative au-
tonomy of the software in the process.” (Schneider et al.,
2022)

Current language technology is thus not an autonomous creative agent
taking part in the writing process. There is no interaction between a
human writer and a text-producing machine, only very sophisticated
interactivity. Language technology is used for writing support in set-
tings of automated text production as defined by Mahlow and Dale
(2014). Dale and Viethen (2021) provide an overview on writing as-
sistance based on state-of-the-art NLP resources—i.e., LLM—and ap-
proaches. In 2021, GPT-3 was already available and had been incor-
porated into various tools aimed at supporting writers by co-authoring,
not only (copy-)editing. These applications addressed specific genres
like blog posts and poetry, as well as specific writing tasks like expand-
ing, rewriting, and shortening texts (Dale and Viethen, 2021). Some
months later, they got included as writing aids into experimental edi-
tors (e.g., Dang et al., 2022; Yuan et al., 2022). However, they were not
used widely and did not trigger the same discussions that we see two
years later.

The more powerful LLMs get, the more users forget that texts automati-
cally produced by any application using these resources are just plausible
extensions of existing co-text. These co-texts are either existing (parts
of) texts, which are then expanded, or prompts the system seems to “re-
act” to: “GPT-3 is still very capable of generating nonsense, but on the
whole it’s more plausible nonsense; and with appropriate fine tuning
and prompting, the texts it generates can be eerily convincing.” (Dale
and Viethen, 2021, 516)

In an abstract view, automated text production based on LLM are just
very sophisticated and powerful further developments of predictive tex-
ting known from input-support on mobile phones (Ganslandt et al.,
2009). No facts and information determine the next words or sentences,
but only known co-texts of already existing words and sentences. The
resulting text is correct from a linguistic point of view: it does not con-
tain spelling and grammar issues, it is coherent and consistent. But it is
plausible and acceptable only when focusing on the language produced.

All information that seems to be included in the text is currently merely
due to frequent cooccurrences of words and thus not trustworthy. No
references to any context can be made, no conclusions on underlying
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knowledge, understanding, or intention of an assumed author can be
drawn. Depending on the genre the LLM is asked to produce, a text
may contain facts—e.g., dates, places, or even correctly formatted bib-
liographical references. But also these are only plausible, they are not
true; they could, but most often do not exist. The LLM just produces se-
quences of words that follow general patterns for bibliographical entries
consisting of strings that are names, followed by an arbitrary four-digit-
number, a string looking like a title, followed by a string mimicking
a publishing house, etc. While references produced by a LLM are thus
most probably non-existing, one can very confidently use them to check
whether the format of a list of bibliography entries adheres to a certain
citation style or is compatible with a list of example entries.

These systems are not creative: they do not invent anything as they
have no agency. They just react to arbitrary input—be it a prompt
from a human or previously produced text. All creativity, all surprisal
is only in the mind of human readers interpreting these texts, while ig-
noring authorship and not being aware of the circumstances—i.e., the
process—of their production.

2.4 User interfaces

User interfaces (UI) play an important role in perception of usefulness
and trustworthiness; they are constructed to employ specific aspects.
The design of user interfaces is a serious business; how to successfully
address user needs depends on various aspects. The implementation
of user interfaces for computer applications, in contrast, today is easier
than ever before: current programming languages and toolkits together
with vast amounts of tutorials support fast development and roll-out of
responsive applications of any kind. Although it is not entirely trivial
to design and implement a convincing user interface to allow using com-
plex resources in specific ways, the essential aspect is to carefully define
potential uses in a more abstract way in the first place.

In June 2022, Sharples (2022) reflected on automated essay writing. He
describes access to the GPT3 Playground as “straightforward,” but it
actually requires several deliberate actions to be carried out in a specific
order:

Anyone with internet can sign up to the OpenAI website,
gain an account, click the “Playground” tab, type a prompt
such as the title of an essay, set the maximum length of out-
put (up to 4000 language “tokens,” or approximately 3000
words) and click the Submit button. A few seconds later,
the system produces a typed and formatted text. (Sharples,
2022)

In 2021 and 2022, various teaching and learning materials would con-
tain similar instructions for tasks intended to encourage students to ex-
plore AI-based text production. Since then, applications appeared with
UIs that makes interacting with the language model much easier and
builds on familiar user experiences (UX) known from similar applica-
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tions. As an example, the UI of ChatGPT is similar to generic messen-
gers or chat applications: Users type in a dedicated field, hit “send,” and
then receive a response which they answer by typing the next sequence
of words in this field again. All parameters—e.g., length of output—are
pre-set to fit most users needs.

LLM can also be integrated into existing writing applications like Mi-
crosoft Word, to allow for more advanced support . We also see re-
implementations of popular applications with integrated access to LLM.
One such example is lex1, developed by Nathan Baschez, intended as a
“Google docs-style editing experience” using the JavaScript framework
Yjs2 by Kevin Jahns with less formatting features compared with Google-
Docs. It is extended with access to GPT-3 to let writers call up the
language model for producing plausible continuations of the text pro-
duced so far (TPSF), taking into account everything before the current
cursor position (i.e., the left co-text). (Justin, 2023) This can be used
as a means to overcome writer’s block or to produce possible ideas on
how to continue. What makes this use case intriguing is the seamless
integration of general LLM capabilities into a specific application users
are already familiar with. This way language technology becomes just
another feature, although a very powerful one.

3 Automation in language learning and teaching
Section 2 covered language technology originally intended to solve cer-
tain NLP tasks, but whose affordances also allow their use in language
learning. In this section, I focus on language technology that specifi-
cally addresses the educational needs (Mahlow and Hediger, 2021) of
language learners and teachers.

In general, major technological developments, as can be described in
waves of “industrial revolutions,” enable and support the consistent, al-
most automatic execution of tasks that previously required significant
human effort. Automation of any kind frees up capacity that humans
can use for other activities.

In learning to write, one such example is mastering handwriting or using
a keyboard, i.e., some of the “mechanics” of writing. In the beginning,
learners have to do everything very carefully and consciously. (Dowling,
1994) Once these processes have been internalized, writers are usually
no longer aware of them. (Fayol, 1999; Kellogg, 2008) Consequently,
they have more cognitive capacity (Piolat et al., 2004) available to fo-
cus, for example, on spelling—another skill that can be mastered almost
automatically (Fayol, 1999)—coherence, and in particular the develop-
ment of creative ideas (Torrance and Galbraith, 1999). As for spelling
and punctuation, it could be argued that writers do no longer need to
practice these skills, since today’s checking programs are capable of cor-

1. lex.page
2. https://github.com/yjs/yjs
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recting almost all errors, and the use of dictation would prevent spelling
errors from the start. Dictation would also theoretically make it possi-
ble to avoid learning how to enter text altogether—either with a pen
or a keyboard.

This can be understood as the delegation of certain tasks to a trusted
entity that is able to perform these tasks with high quality, so that the
user can focus on other aspects. Automation offers consistency and
standardization. This aspect of digital transformation in turn enables
personalization at scale (Mahlow and Hediger, 2019).

Considering these general possibilities of current digital technology,
we can identify some areas in the learning and teaching of writing
that indeed require consistent execution and that, on the other hand,
would benefit from standardization and personalization. One such area
is the provision of feedback, another is the creation of assignments and
prompts.

3.1 Feedback

Providing immediate and existing feedback is an accepted strategy for
supporting learning. There have been attempts to automate feedback,
beginning a hundred years ago with Pressey’s mechanical devices for
multiple-choice tests (for an overview, see Petrina, 2004), which
were developed into drill machines by Skinner (1958). With respect
to writing, automatic essay scoring (AES) (Shermis and Burstein,
2002) emerged and generated heated debate, while automatic writing
evaluation (AWE), with its focus on providing feedback to improve
learners’ writing skills, was much more positively received (Fu et al.,
2022).

As mentioned earlier, LLM can recognize and produce plausible writ-
ing, which is error-free, consistent, and coherent in terms of spelling
and grammar. It is also possible to access text output that is specific to
a particular language level and for a particular purpose or genre. This,
in turn, means that LLM can be confidently used to immediately and
consistently evaluate learner input in terms of linguistic features and
provide feedback on how texts can be improved to better meet these
criteria. For learners, this represents a more acceptable or comfortable
experience: Feedback will be consistent but adaptive to the learner—
which has been shown to be effective (Leontjev, 2014)—and the ma-
chine is not emotionally involved as teachers might be (or as learners
might assume their teachers would be)

These scenarios and their corresponding applications already exist, their
performance and capabilities will only benefit from the use of increas-
ingly better underlying language technology, in our case LLM. The
power of LLM combined with the widely available computing power of
laptops, tablets, and even smartphones will also make it possible to de-
sign and implement writing support that helps learners think about their
texts and discover passages that they can revise and edit themselves. As
described above, one task in NLP is summarization. Applications that
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use LLM are able to provide a summary of a paragraph, section, or even
an entire text within milliseconds as an additional feature (e.g., Dang
et al., 2022). These summaries contain the most important informa-
tion of the text that the system detected. The writer can then verify
whether or not this summary is consistent with their original commu-
nicative intent—discrepancies can be due to both a lack of linguistic
competence (the writer does not know how to express something ap-
propriately in a particular language) and the fact that the text does not
contain the intended information and needs to be expanded. If other
linguistic features are needed, writers could ask the system for exam-
ples of how to express something—in which case the system would use
phrase/sentence inventories or even create them on the spot—or pro-
vide them with machine translation tools if they can competently ex-
press themselves in another language. This setting is similar to a coach-
ing session in which the writing consultant tells the writer what they
understand after reading their draft, which serves as a starting point for
discussion about text structures, cohesion, etc. Again, the writing con-
sultant could use the LLM to offer alternative wording, etc. These sce-
narios are the more empowering for learners, the more consistent and
replicable explanations and suggestions provided by the machine are.
Teachers can focus on specific aspects, make connections to previous
writing tasks, etc., while being relieved of the cognitively demanding
task of finding plausible alternatives to show variations and patterns in
writing.

3.2 Create tasks and check solutions

The creation of appropriate tasks and exercises for learners is an impor-
tant aspect of language teaching, particularly to support internal differ-
entiation, which requires personalized instruction. Automatic exercise
generation can help to ensure comparability of individual tasks with re-
spect to topic, difficulty, language level, etc. Taking into account that
LLM are able to produce plausible texts meeting specific criteria, they
can be used to produce writing prompts, fill-in-the-blank exercises, and
even more sophisticated types of tests, which have been shown to be
helpful for learners, but very challenging to create (Mahlow et al., 2010;
Mahlow and Hess, 2004).

LLM can produce examples of specific phenomena in grammar or vocab-
ulary even in ad hoc situations. There is one obvious caveat concerning
examples: phrases and sentences produced are linguistically acceptable
and plausible, but they are not real-world examples, they are not au-
thentic. These sentences could appear in texts and would be considered
valid, but they cannot necessarily be found in any actually existing text.
In contrast, examples extracted from corpora are instances of actual lan-
guage use as it has been observed, and one can access the co-text of these
phrase and sentences. Here, language teachers have to carefully weigh
advantages and disadvantages and decide which approach to apply in
which situation.

However, it is important to note that the automatic generation of exer-
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cises still requires manual specification, as demonstrated by Heck et al.
(2022). The use of language models in a co-creative way can make this
process easier. For instance, Zou et al. (2022) showed that language
models can be used to automatically generate true/false reading com-
prehension questions from texts. In both cases, further progress on the
power of LLM and hybrid neuro-symbolic approaches—i.e., the combi-
nation of LLM with human-understandable knowledge bases—will im-
prove availability and quality in the coming months. We will also see
combinations with templates that allow for seamless integration into
learning management systems (LMS) and the like—one already exist-
ing example is QuestionAid3.

LLM can provide teachers and learners with detailed instructions for
communicative situations in role-plays or writing prompts. Most often,
role-plays are used in language learning to practice the use of discourse
devices, where it does not matter whether the “facts” used in weather
reports or tourist recommendations about museums are actually true.
Similarly, writing prompts ask learners to use appropriate linguistic de-
vices to write a text in a particular genre. Chatbots based on LLM—e.g.,
ChatGPT—can be used as partner for interactive text-adventure games,
they can take over the role of a chat partner who also points the writer
to challenges and corrects grammar and spelling.

4 Conclusion
In conclusion, the integration of large language models and artificial
intelligence in language learning and teaching in general—and in
learning how to write in particular—has the potential to enhance the
learning experience by providing new and innovative ways of learning.
Automation can be used to handle reactive, repetitive, and routine
tasks in teaching while freeing up time and attention of teachers for
human-human interaction. Language technology-based tools can
act as supportive writing buddies, tailored to the learner’s language
level and needs, making suggestions and helping them to overcome
challenges.

The generated output from these models can also be used for reflective
purposes, allowing learners to reflect on language-related processes.
This approach prioritizes human-human interaction and delegates
repetitive and routine tasks to the machine, providing a supportive
and efficient learning experience. As language technology continues
to evolve, it is important to find a balance between automation and
human interaction, leveraging the strengths of both to provide a
comprehensive language learning experience.

We are now in a situation, where from the technological point of view
(almost) everything seems feasible: pedagogy at large—and language
learning and teaching in particular—feels under pressure to react and

3. https://www.question-aid.com
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to make good use of the tools available now. As emphasized before, tech-
nology always also reacts to societal developments. Which puts us in a
very promising situation to drive transformation in learning and teach-
ing by demanding the design and implementation of tools according to
specific needs of learners and teachers alike.
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