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Abstract

Rapid advances in artificial intelligence (AI), specifically large language models (LLMs),
have recently generated significant debate. This article explores the impact of these develop-
ments on learning to write in a first or second/foreign language, specifically German.We
examine the technology behind AI-based tools and the natural language processing (NLP)
tasks for which they were originally designed. This will help us identify the possibilities and
limitations of their use in the context of language learning.We then examine how this techno-
logy can be used effectively in language teaching and learning. In conclusion: the availability
of these tools will allow language teaching to focus on the non-mechanical aspects of writing;
automatically generated personalized teaching and learning materials will make room for
and support human-human interaction.
Keywords: artificial intelligence, large language models, natural language processing, writ-
ten language acquisition

Entwicklungen im Bereich große Sprachmodelle (Large Language Models – LLM) und
künstliche Intelligenz (KI) sind ein wichtiges und zugleich umstrittenes Thema im aktuellen
Diskurs. Dieser Artikel untersucht den Einfluss dieser Entwicklungen auf das Sprachen-
lernen. Er diskutiert die Technologie, die KI-basiertenWerkzeugen zugrunde liegt, sowie
Aufgaben aus dem Bereich Sprachtechnologie, für die sie ursprünglich entwickelt wurden.
Dies erlaubt es, Chancen und Grenzen für die Verwendung im Kontext des Sprachenlernens
zu identifizieren. Anschließend wird gezeigt, wie KI-basierte Sprachtechnologie effizient
und effektiv für den Schriftspracherwerb eingesetzt werden kann. Die Verfügbarkeit solcher
Werkzeuge ermöglicht die Automatisierung repetitiver und standardisierter Prozesse und
erlaubt die Konzentration der Lehrpersonen auf menschliche Interaktion.
Schlüsselwörter: Künstliche Intelligenz, große Sprachmodelle, automatische Sprachverarbei-
tung, Schriftspracherwerb
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1 Introduction

Language technology andNatural Language Processing (NLP) have advanced rapidly and

now seem to have achieved a degree of maturity to be used in most daily communication

situations. Machine translation (MT), as one example, has been proven to not replace

human-led translation; but it has changed established processes (Bowker/Ciro 2019) and

raised questions about the need to learn a foreign language, and how to incorporate MT

into the Common European Framework of Reference for Languages (CEFR) (Delorme

Benites/Lehr 2021). Human-written translation still yields the most satisfactory results

and writing in one’s own language is an important skill. Writing is also a fundamental

part of learning and this paper will focus on German, its use as a first and second/foreign

language. Language technology in writing tools can support writers when struggling with

certain aspects like spelling and vocabulary, or inputting text. It thus is also an important

instrument in inclusive language acquisition.

Applications using language technology are often calledArtificial Intelligence (AI) tools

or AI-based tools. The sudden availability of such applications to the general public in late

November 2022, with ChatGPT fromOpenAI as the most prominent example, seems to

indicate that indeed automatic production of texts in human-like quality is now possible.

Millions of users tried out ChatGPT in December 2022, the underlying resources got

integrated into existing or new applications. Social and traditionalmediawere floodedwith

astonishing examples of texts produced by ChatGPT, but slowly skeptical voices appeared,

pointing to flaws or even errors. Previous toChatGPT,Meta had releasedGalactica, which

swiftly had to be deactivated as users discovered and showed serious issues that had not

been properly communicated or addressed byMeta. ChatGPT in contrast appeared to

“have learnt” from this and made clear that not everything in the texts produced should be

taken too seriously; the application also refuses to produce clearly offensive or malicious

texts.

Technology of any kind is created to serve certain purposes. Language technology in

general is designed and implemented to solve specific language-related tasks. ChatGPT

and similar applications produce texts according to prompts in an interactivewaywhile the

user is in the lead. Purposeful uses of automated text production in dialog-like situations

involving chatbots and integrated as functionality in word processors of any kind are still

to be discovered. First studies on prompt engineering (e.g., Chang et al. 2023; Zamfirescu-
Pereira et al. 2023) are published, which aim to determine how to best communicate

specific intents to an LLM-based AI system. While peer-reviewed studies addressing AI

in education focus on classifying writing (e.g., Wulff et al. 2022) or reducing workload

in answer grading (e.g., Weegar/Idestam-Almquist 2023) involve writing, only little has

been published considering AI-based support for learning how to write or writing to learn.
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What is shared among teachers privately or at larger scale via newsletters are syllabi and

best practices.1 Systematic studies are yet to be conducted and published.

In this paper I focus on how to use current language technology for language learning

with an emphasis on writing – i.e., learning how to write in German. Writing is both an

every-day activity and a significant competence learners acquire to actively and successfully

participate in communicative situations. Writing and learning how to write in a first as

well as in a foreign or second language is thus an important skill. Writing competencies

are specifically addressed as written production in the CEFR (Council of Europe 2020,

2001). Producing written texts involves cognitive and linguistic competencies. Cognitive

competencies address knowledge about genres and organizing relevant information or

facts to achieve a certain communicative goal. Linguistic competencies on the other hand

cover general morphological and syntactical knowledge, but also refer to a repertoire

of vocabulary, phrasal structures, and discourse devices language learners acquire. Both

aspects are interconnected: What is usually covered by “style” might be interpreted and

described as appropriate genre-specific linguistic features.

Learning how to write thus should address all aspects and offer opportunities to explore

and train cognitive, pragmatic, aswell as linguistic competencies.Written texts producedby

language learners are often used as evidence of learners’ performance and serve assessments

purposes. They supposedly show whether or not learners are able to correctly recognize

specific communicative situations and apply appropriate linguistic features to master this

scenario and thus prove competence at a certain level.

If we agree that similar to earlier experiences in the field of translation (Bowker/Ciro

2019), language technology will change established writing processes but never replace

humans completely, learning how to write will remain to be part of curricula. Available

applications as well as potential new ones – given the general capabilities of the underlying

resources – will become an integral part of language learning. Focusing on opportunities

that come with almost disruptive changes to learning and teaching will allow to focus on

specific pedagogical aspects (again) and support learners in new ways.

The rest of this paper is structured as follows: First, I look at the underlying technology

for AI-based applications like ChatGPT and show what they are designed for in section 2.

This will help to understand general chances and limits. Section 3 looks at opportunities

for automation in learning and teaching writing German for which language technology

in fact can be used efficiently and effectively.

2 LLMs as core of language-processing and language-producing AI applications

Specific applications of language technology are the focus and the center of enthusiastic

optimism as well as of fierce debates about dangers of all kinds. Single applications are used

1 For example the newsletter by Lance Cumming: https://world.hey.com/lance.cummings (last access
2023-05-20).
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as proxy in discourses – at the time of writing, in late spring 2023, “ChatGPT” is used

when actually discussing AI-based language technology at large – where we rather should

look at the underlying resources and technology to be able to evaluate and assess general

possibilities and limits. This certainly requires good understanding of the nature of these

resources, general scenarios they could be used in, and assumptions of what would be

needed to make it useful for an intended specific task (e.g., percentage of correct results or

performance compared to humans).

The core of today’s AI-based applications in language learning and teaching are Large

Language Models (LLMs). If we understand how language models are constructed and

what they can be used for in general with reasonable confidence, we will be able to deter-

mine the role of existing and future applications based on these resources. A crucial aspect

when talking about language technology are general approaches and tasks in Natural

Language Processing (NLP), which clearly profit from improving LLMs and which can

be used as resources and tools for activities in learning and teaching. The currently most

impressive use of LLMs is the production of texts in reaction to user prompts. From

a technical point of view, ChatGPT is just a chatbot using a specific LLM with a very

convincing and easy to use interface.

2.1 Large Language Models

Large languagemodels (LLMs) are resources for language technology applications that use

deep neural networks with a huge number of features and parameters trained on massive

amounts of text data. The potential of LLMs became evidentwithGoogle’s BERT (Devlin

et al. 2019) and PaLM (Chowdhery et al. 2022) – 340 million and 540 billion parameters,

respectively. OpenAI has published several versions of their Generative Pretrained Trans-

former (GPT) models. GPT-3, introduced in 2020, has 175 billion parameters (Brown

et al. 2020). For the most recent version, GPT-4, available since Spring 2023, OpenAI

has not released technical information (OpenAI 2023). GPT-3.5 has been used for the

chatbot ChatGPTwith additional fine-tuning and the capability to store and use previous

utterances both from the bot and the user. Users can ask the chatbot for specific output

by drafting a verbose request in their language, they can reconfigure their original intent

in a dialog with the system.

For training – i.e., for creating themodels in the first place –, these models use unlabeled
text. The texts have not been preprocessed or annotated for any information: they use

so-called unsupervised learning. Which also means that there is no significant control or

knowledge of the sources and original intentions of these texts: one would perhaps like to

exclude machine-produced texts (either generated or automatically translated texts), to

verify the language of texts and probably treat multilingual texts separately, use weighting

to address and level out biases, etc. Modeling only takes into account what in NLP are

usually called left and right contexts of words, i.e., what is before and after each single

wordform.
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In a broad linguistic abstraction: language models entail only co-text of language units
but have no access to context. The power of a model is influenced both by the amount of
training data and by the number of parameters the model uses to first classify co-text and

later retrieve possible or plausible co-text by using a new architecture called transformers

(see Tay et al. 2022). Large language models are simply language models trained on large
amounts of texts, using large amounts of parameters, and large sizes of co-text taken into

account – GPT-4 has a co-text window of 32 thousand words.

Language models and their use could be understood as an actual implementation of

Firth’s well-known statement: “You shall know a word by the company it keeps” (Firth

1957, 11), which influenced lexical semantics and was used to allow for drawing conclusi-

ons not only on themeaning of words but also on the concepts behindwords or sequences

of words. However, words and their co-texts do not allow to deduce all facts that readers

as well as writers are aware of and use. Obvious examples include the need for providing

additional context when reading and processing historical texts (Piotrowski 2012) as well

as the still hard task of unambiguously determining specific persons and places which

needs additional resources in named entity recognition (Wang et al. 2021).

However, LLMs – and language models in general – are used in various specific tasks

in Natural Language Processing (NLP) and are one reason for significant performance

gains in these tasks.

2.2 Automated Text Production vs. Natural Language Generation

The output of applications using LLMs is often called “generated text,” which points

towards the field of Natural Language Generation (NLG). NLG is the production of

“understandable texts in […] human languages from some underlying non-linguistic

representation of information” (Reiter/Dale 2000) and has been an active research field for

several decades. In analogy to text-to-speech, it has also been named data-to-text (Schneider
et al. 2022).

NLG systems rely heavily on data, frommeasure points and facts to entire databases.

This data provides the context for the text being generated, which is provided in a struc-

tured form to the generator. Further, the intended audience, genre, length, and other

features, are made explicit and used as parameters. Dale (2020) and Schneider et al. (2022)

provide an overview of commercial NLG. The latter authors emphasize that all necessary

features for generation must be made explicit. They emphasize that

data-to-text systems in real-world applications still require such a share of human configuration and
control and the creative contribution share of the software […] is still so limited that it would not be
adequate to claim creative autonomy of the software in the process. (Schneider et al. 2022, 1)

In contrast, LLM-based automated text production is an advanced version of predictive

texting found on mobile phones (Ganslandt et al. 2009). Rather than relying on facts and

information to determine the next words and sentences, it uses already existing words

and sentences – i.e., the existing co-text – as a basis to statistically determine the next
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word(s). The larger the co-text window, the better the text produced. The produced text

is grammatically correct, cohesive, and consistent, but is only linguistically acceptable and

believable, disregarding its content.

All information that seems to be included in the text is currentlymerely due to frequent

cooccurrences of words, not based on facts and thus not trustworthy. No references to

any context can be made, no conclusions on underlying knowledge, understanding, or

intention of an assumed author can be drawn. Depending on the genre the LLM is asked

to produce, a text may contain what looks like facts – e.g., dates, places, or even correctly

formatted bibliographical references. But also these are only plausible, they are not true;
they could, but most often do not exist. The LLM just produces sequences of words that

follow general patterns for bibliographical entries consisting of strings that are names,

followed by an arbitrary four-digit-number, a string looking like a title, followed by a string

mimicking a publishing house, etc. While references produced by a LLM are thus most

probably non-existing, one can very confidently use them to check whether the format of
a list of bibliography entries adheres to a certain citation style or is compatible with a list

of example entries.

Language technology can only provide automated writing assistance, not creative auto-

nomy. There is no interaction between a humanwriter and a text-producingmachine, only
very sophisticated interactivity. Language technology is used forwriting support in settings
of automated text production as defined byMahlow/Dale (2014). Dale/Viethen (2021)

provide an overview on writing assistance based on state-of-the-art NLP approaches and

resources – i.e., LLMs. These tools, while aiding beyond (copy-)editing, are mainly used

for specific genres and tasks, such as blogs, poetry, expanding, rewriting, and shortening

texts. In 2021, they started to be integrated into experimental editors (e.g., Dang et al.

2022; Yuan et al. 2022), but did not yet have widespread use, and had not been used for

writing instruction.

LLM-based systems are not creative: they do not invent anything as they have no agency.

They just react to arbitrary input – be it a prompt from a human or previously produced

text. All creativity is only in the mind of human readers interpreting these texts, while

ignoring authorship and not being aware of the circumstances – i.e., the process – of their

production, as Sejnowski (2023) shows.

The more powerful LLMs get, the more users forget that texts automatically produced

by any application using these resources are just plausible extensions of existing co-text – a

variant of the ELIZA effect (Hofstadter 1996, 155-169). These co-texts are either existing

(parts of) texts, which are then expanded, or prompts the system seems to “react” to:

“GPT-3 is still very capable of generating nonsense, but on the whole it’s more plausible

nonsense; and with appropriate fine tuning and prompting, the texts it generates can be

eerily convincing.” (Dale/Viethen 2021, 516)
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3 Automation in language learning and teaching

Section 2 covered some general characteristics of LLMs. This section focuses on language

technology that specifically addresses the educational needs of language learners and

teachers as well as language technology originally intended to solve certain NLP tasks, but

whose affordances allow their use in language learning.

In general,major technological developments, as can be described inwaves of “industrial

revolutions,” enable and support the consistent, almost automatic execution of tasks that

previously required significant human effort. Automation of any kind frees up capacity

that humans can use for other activities.

In learning towrite, two such examples aremastering handwriting and using a keyboard,

i.e., some of the “mechanics” of writing. In the beginning, learners have to do everything

very carefully and consciously (Dowling 1994). Once these processes have been interna-

lized, writers are usually no longer aware of them (Fayol 1999; Kellogg 2008). Consequent-

ly, they have more cognitive capacity (Piolat et al. 2004) available to focus, for example,

on spelling – another skill that can be mastered almost automatically (Fayol 1999) –

coherence, and in particular the development of creative ideas (Torrance/Galbraith 1999).

The following section looks at specific NLP tasks that already are or can be used in

language learning settings with a focus on writing in a first or second/foreign language.

3.1 Natural Language Processing Tasks for Language Learning and Teaching

The field of Computer-Assisted Language Learning (CALL) has progressed a lot since

Levy (1997) established the term, which later changed to Technology-Enhanced Language

Learning (TELL). Zhang/Zou (2022) provide a comprehensive overview on the current

state of the art focusing on five major types of technology for second and foreign lan-

guage learning: mobile-assisted, multimedia, socialized, speech-to-text and text-to-speech

assistance, and gamification. Here we take a different perspective and show which NLP

tasks can be incorporated in TELL, focusing on generally available technology for non-

educational purposes whose affordances allow for use in educational applications and

settings (Mahlow/Hediger 2021).

Answer extraction (e.g., Schwitter et al. 2000; Seonwoo et al. 2020) and question

answering (e.g., Adlakha et al. 2022; Kwiatkowski et al. 2019) are used for the construction

of reading comprehension tests. Extracted keywords (e.g., Hulth 2003) and concepts

can be provided as seeds for higher level systems to look up suitable references or to

point readers to more elaborate explanations of these concepts considering the individual

learner’s level of competence (Chinkina et al. 2016; Meurers et al. 2010).

Summarization of texts (e.g., Jia et al. 2020; Wang et al. 2020) shortens texts by keeping

the original message intact. This can be used by learners to make their writing fit the

formal constraints of a writing task, they will have to check for consistency and coherence,

though. Summarization can be used by teachers to provide learners with an abbreviated

version of a longer text from a newspaper or a lengthyWikipedia entry.
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Checkers for spelling, grammar, and style have been around since the 1970s (Heidorn et

al. 1982; Macdonald et al. 1982) and are now an every-day tool teachers recommend to

use. Originally designed to support expert writers (Fontenelle 2005; Heidorn 2000), they

have been adapted and advanced to address learners’ needs (e.g., Gamon 2010; Tschichold

et al. 1997); a development which is still ongoing (e.g., Sjöblom/Creutz/Vahtola 2021;

Yuan/Bryant 2021). As for spelling and punctuation, it could be argued that writers do

no longer need to practice these skills, since today’s checking programs are capable of

correcting almost all errors, and the use of dictation would prevent spelling errors from

the start. Although dictation software is becomingmore andmore tolerant of background

noise, accents, pronunciation, stutter, pauses and variation in intonation, they still work

best for L1 speakers of standard varieties in quiet situations. Thus, the use of dictation

in inclusive written language acquisition is possible but must be carefully planned and

accompanied. Additionally, the output of those applications is not completely trustworthy,

the writer has to be competent to check them and thus has to learn how to properly spell

and place punctuation.

Speech-to-text (automatic transformation of spoken utterances into written texts) and

text-to-speech (automatic rendering of written texts into audio) is used for dictation

to help writers struggling with spelling or writer’s block, and for having written texts

read aloud to the writer to help them detect issues for revising. Dictation would also

theoretically make it possible to avoid learning how to enter text altogether – either with a

pen or a keyboard. This can be understood as the delegation of certain tasks to a trusted

entity that is able to perform these tasks with high quality, so that the user can focus on

other aspects. In the cases of dictation, text expansion (typing only a few letters and have

the editor expand to the complete word), and predictive texting (suggestion of possible

next words the writer can choose from), the writer – i. e. the learner – has the leading role:

They decide what to write, technology is just helping to reduce some effort or is helping
to overcome obstacles like dyslexia and permanent or temporary physical inability to type

or to use a pen. If the focus of a specific exercise or task is not on spelling and grammar

but on coherence and the mastering of certain aspects of genre and register, technology

supporting inputting text do not interfere with the main goal but actually free mental

capacity to focus on the task at hand.

Machine translation (MT) is applying deep neural learning models for some years now,

making it possible to get good results even for low-resource languages. There are valid

arguments that MT literacy should be included as competence into the CEFR (Delorme

Benites/Lehr 2021), making it clear that MT is part of language learning. As Lee (2020)

shows, usingMT helps students to improve their lexico-grammatical competencies as well

as revision strategies for writing texts.

Sentence similarity measures how similar sentences are with respect to syntactical

and morphosyntactical structures (Das/Smith 2009), or to vocabulary and semantic

(Fernando/Stevenson 2009). It can thus be used for formative assessment situations and

to check how similar texts produced from learners are to provided examples.
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One crucial aspect is the quality or correctness of results achieved by respective applicati-

ons. Teachers will have to evaluate whether current state-of-the-art results are good enough
to be used in real-world settings; it is nearly impossible to determine this without conside-

ring concrete context and tasks as shown byMahlow/Piotrowski (2009) for automatic

lemmatization and morphosyntactic analysis. The combination of resources and tasks

need thorough evaluation to determine the overall quality and decide on suitability for

language learning purposes.

Considering these general possibilities of current digital technology, we can identify

some areas in the learning and teaching of writing that require consistent execution and

that, on the other hand, would benefit from standardization and personalization while

being agnostic to the content. Such areas are the provision of feedback, providing writing

and learning companions for students, and the creation of assignments and prompts.

What is particularly intriguing is the fact that LLMs can be used for all of those tasks

without further intervention or programming. Additionally, applications having access to

LLMs can execute all of those tasks simultaneously within seconds.

3.2 Feedback

Providing immediate and consistent feedback supports learning. With respect to writing,

automatic essay scoring (AES) (Shermis/Burstein 2002) generated heated debate, while

automatic writing evaluation (AWE), with its focus on providing feedback to improve

learners’ writing skills, was much more positively received (Fu et al. 2022).

As mentioned earlier, LLMs can recognize and produce plausible writing, which is

error-free in terms of spelling and grammar, consistent, and cohesive. It is also possible to

access text output that is specific to a particular language level and for a particular purpose

or genre. This, in turn, means that LLMs can be confidently used to immediately and

consistently evaluate learner input in terms of linguistic features and provide feedback

on how texts can be improved to better meet these criteria. For learners, this represents a

more acceptable or comfortable experience: Feedback will be consistent but adaptive to

the learner – which has been shown to be effective (Leontjev 2014) – and the machine is

not emotionally involved as teachers might be (or as learners might assume their teachers

would be).

These scenarios and their corresponding applications already exist in Intelligent Tuto-

ring Systems (ITS) (e.g., Wang et al. 2023). Their performance and capabilities will only

benefit from the use of increasingly better underlying language technology, in our case

LLMs.

As mentioned above, one task in NLP is summarization. Applications that use LLMs

are able to provide a summary of a paragraph, section, or even an entire text within

milliseconds as an additional feature (e.g., Dang et al. 2022). It can be used as part of

a feedback system: the writer is provided with a summary of the text they themselves

produced. They then have to decide whether or not this summary fits their original
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communicative intent and identify passages in the text to be revised. Discrepancies can

be due to both a lack of linguistic competence (the writer does not know how to express

something appropriately in a particular language) and the fact that the text does not

contain the intended information and needs to be expanded. Even when the quality of

the summarization is not good enough – which depends on the language as well as the

topic and genre – to be submitted without revisions, for immediate, somewhat “objective”

feedback to the writer, it proves useful and gives explicit agency to the writer who decides

how to react.

These scenarios are the more empowering for learners, the more consistent and replica-

ble suggestions provided by the machine are. Teachers can focus on specific aspects, make

connections to previous writing tasks, etc., while being relieved of the time-consuming

and repetitive task of finding plausible alternatives to show variations and patterns in

writing.

3.3 Learning andWriting Companion

Machine translation can be used for round-trip-translations (Somers 2005), a suitable

approach to automatically produce a variant of a sentence or paragraph. It allows writers

to get suggestions on alternative formulations of sentences and paragraphs of their texts:

a draft written in German can be automatically translated into English or French, and

without having the writer look at this translation, it is immediately translated back into

German. Due to the properties of LLMs, the resulting text often uses more idiomatic

syntax, some words and phrases may be replaced by synonyms or plausible alternatives

respecting the co-text. This way, the writer receives a revised version as a proposal for

alternative phrasing for their original text which teachers can also use as starting point to

make learners aware of and discuss vocabulary choice, grammar, style, etc.

The NLP resources involved can be combined and integrated into editors, but some

programming skills are needed.2Meanwhile, various add-ons and plug-ins are available to

provide rewriting functionality for sentences or paragraphs. For example, the functionality

“Umformulieren”3 as additional feature in “LanguageTool” that can be used in the Langu-

ageTool editor as well as in all other writing applications LanguageTool can be integrated

into. German is one of the main languages LanguageTool supports, also acknowledging

main variants for German in Austria, Germany, and Switzerland. Another example is

the online editor Lex,4 developed to offer a “Google docs-style editing experience” with

limited formatting support but access to several OpenAI GPT variants. Here, the quality

of rewriting or shortening sentences and paragraphs depends on the language, due to the

assumed training data it is usually better for English than for German and other languages.

2 See for example TXL by Titus van der Malsburg https://github.com/tmalsburg/txl.el (last access 2023-
05-21) to use DeepL directly from Emacs.

3 https://languagetool.org/insights/de/beitrag/umformulieren/ (last access 2023-05-21).
4 https://lex.page (last access 2023-05-21).
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Sentence similarity measures can be used to detect topical relevance in learner essays (Rei/

Cummins 2016) as starting point for feedback that can be given either fully automatically

– focusing on whether or not some expected topics are already present in the learner’s

writing – or serves as resource for teachers or writing counselors.

Sentence similarity is also used to create phrasebooks from authentic learner input, to

produce textbook examples to be presented to writers as acceptable instances of rheto-

ric patterns, and as ad hoc created variants of sentences or phrases the writer produced

themselves. Note that here authentic material – either from own personal writing, from

writing of peers, or from reference corpora – is extracted and presented to learners and

teachers. In non-interactive settings, this material can be produced by teachers running

queries in corpus linguistics tools. However, one has to be familiar with a specific corpus

query language and additionally one has to “translate” all vague information from the

prompt into various specific formal abstractions to be able to construct a set of queries.

As an example situation: Learners of German as a second/foreign language are asked to

practice argumentative writing. These texts should contain several aspects of or views on a

situation or concept; one specific prompt could be “Schreiben Sie zu Vor- undNachteilen

von E-Autos verglichen mit Diesel-Autos.”5 The focus is not on the content but on

mastering discourse devices to express different views, in this case pros and cons. What

learners need are phrases to start a section or paragraph on cons after having written about

the pros. Teachers might provide a handful of useful phrases either from textbooks or

extracted from corpora of argumentative essays. However, to extract relevant phrases,

one would have to create appropriate corpus queries by making explicit what constitutes

transition sentences expressing alternatives on a syntactic level and maybe considering

specific words – which is not at all trivial.

LLMson the other hand can output similarmaterial in terms of phrasebooks or example

sentences within seconds. For our example, the prompt: “Ich schreibe einen argumentati-

ven Text über Vor- und Nachteile von E-Autos verglichen mit Diesel-Autos. Generiere

mir 10Möglichkeiten, den Abschnitt zu Nachteilen einzuleiten” has ChatGPT output

10 useful sentences like the following:6

Obwohl E-Autos viele Vorteile bieten, gibt es auch einige Nachteile, die bei einem

Vergleich mit Diesel-Autos berücksichtigt werden sollten.

Trotz ihrer umweltfreundlichen Natur haben E-Autos einige Nachteile gegenüber

Diesel-Fahrzeugen, die nicht übersehen werden dürfen.

Neben den offensichtlichen Vorteilen weisen E-Autos auch einige Nachteile auf,

die bei der Entscheidung zwischen ihnen und Diesel-Autos berücksichtigt werden

müssen.

5 Engl: “Write about pros and cons of electric cars compared to diesel cars.”
6 Session with ChatGPT on 2023-05-2. Translation of the prompt: “I write an argumentative text on pros
and cons of electric cars compared to Diesel cars. Generate 10 possibilities to start the paragraph on cons.”
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Es istwichtig, die potenziellenNachteile vonE-Autos zu betrachten, umeine fundierte

Wahl zwischen ihnen und Diesel-Fahrzeugen zu treffen.

Trotz ihres steigenden Beliebtheitsgrads sind E-Autos nicht frei von Nachteilen, die es

zu bedenken gilt, insbesondere im Vergleich zu Diesel-Autos.

Während E-Autos zweifellos ihre Vorzüge haben, sollten wir auch die möglichen

Nachteile in Betracht ziehen, die sie im Vergleich zu Diesel-Fahrzeugen haben.

Es gibt bestimmte Aspekte von E-Autos, die als Nachteile betrachtet werden können,

wenn man sie mit Diesel-Fahrzeugen vergleicht.

Es ist wichtig, sich der möglichenNachteile von E-Autos bewusst zu sein, um eine um-

fassende Entscheidung darüber treffen zu können, ob sie Diesel-Fahrzeugen überlegen

sind.

E-Autos haben zweifellos ihre Vorteile, aber es gibt auch einige Nachteile, die es zu

beachten gilt, insbesondere im Vergleich zu Diesel-Autos.

Trotz ihrer Umweltfreundlichkeit weisen E-Autos einige Nachteile auf, die bei der

Abwägung zwischen ihnen und Diesel-Fahrzeugen berücksichtigt werden sollten.

These sentences produced by an LLM are synthetic sentences, they cannot be found in
actual texts produced by writers. However, they are very similar to authentic sentences

and might thus be used as additional learning material constituting examples how one

could formulate a sentence or phrase. Using the “regenerate” command, one can get even

more also suitable sentences again and again. This automatic production can now be

used in two settings: (1) allowing the writer to choose one to include in their own writing

as they would from a traditional phrasebook and (2) looking at a large number of these

sentences to discover the generic rhetorical features and patterns, syntactical patterns, and

a repertoire on vocabulary to use. The second setting provides learning opportunities on

several levels: syntactic and rhetoric patterns, vocabulary, register, etc.

3.4 Create tasks and check solutions

The use of actual language use from corpora for teaching and learning languages has been

advocated for for a long time now. One obstacle for language teachers has always been

operating corpus linguistics tools and having to learn specific corpus query languages.

Additionally, the availability of appropriate corpora has been an issue. Having an LLM

produce typical phrases, sentences, and paragraphs for specific genres and communicative

situations allows teachers to provide a large number of such examples that could be found
in actual texts and are acceptable for the writing task at hand by just formulating in natural

language what these examples should express or look like. At the same time, learners too

can get immediate examples even including specific words an phrases from their writing

task.
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The creation of appropriate tasks and exercises for learners is an important aspect of

language teaching, particularly to support internal differentiation, which requires perso-

nalized instruction. Automatic exercise generation can help to ensure comparability of

individual tasks with respect to topic, difficulty, language level, etc. Taking into account

that LLMs are able to produce plausible texts meeting specific criteria, they can be used to

produce writing prompts, fill-in-the-blank exercises, and even more sophisticated types

of tests, which have been shown to be helpful for learners, but very challenging to create

(Mahlow/Hess 2004; Mahlow/Piotrowski/Fenske 2010).

It is important to note that the automatic generation of exercises still requires manual

specification, as demonstrated by Heck et al. (2022). The use of language models in a

co-creative way can make this process easier. For instance, Zou et al. (2022) showed that

language models can be used to automatically generate true/false reading comprehension

questions from texts. In both cases, further progress on the power of LLMs and hybrid

neuro-symbolic approaches – i. e., the combination of LLMs with knowledge bases – will

improve availability and quality in the comingmonths.Wewill also see combinations with

templates that allow for seamless integration into learning management systems (LMS)

and the like – one already existing example is QuestionAid7.

LLMs can produce examples of specific phenomena in grammar or vocabulary even in

ad hoc situations. To emphasize again: phrases and sentences automatically produced are

linguistically acceptable and plausible, but they are not real-world examples, they are not

authentic. These sentences could appear in texts and would be considered valid, but they
cannot necessarily be found in any actually existing text. In contrast, examples extracted
from corpora are instances of actual language use as it has been observed, and one can

access the co-text of these phrase and sentences. But as argued above: mastering corpus

linguistics tools is more challenging than formulating a natural language prompt. Here,

language teachers have to carefully weigh advantages and disadvantages and decide which

approach to apply in which situation.

LLMs can provide teachers and learners with detailed instructions for communicative

situations in role-plays or writing prompts. Most often, role-plays are used in language

learning to practice the use of discourse devices, where it does not matter whether the

“facts” used in weather reports or tourist recommendations about museums are actually

true. Similarly, writing prompts ask learners to use appropriate linguistic devices to write a

text in a particular genre. Chatbots based on LLMs can be used as partners for interactive

text-adventure games, they can take over the role of chat partners who also point out

challenges to writers and correct grammar and spelling.

Taking into account generative AI beyond texts, some typical exercises in writing can be

turned into more interactive self-regulated activities. Describing images and pictures chal-

lenges learner to use specific vocabulary as well as grammatical constructions to describe

7 https://www.question-aid.com (last access 2023-05-20).
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which elements in an image are positioned where. There usually is no one single solution,

various descriptions are possible. Careful examination of such description is needed to

decide if it is in fact appropriate and to point to aspects still missing or even wrong. Gene-

rative AI systems like Dall-E8 orMidjourney9 produce images based on descriptions in

natural language. Thus, if a description of a given image is appropriate, those tools should

output a similar image when prompted with this description.

4 Conclusion

The rapid advancement of language technology, exemplified by applications using large

language models like ChatGPT, has opened up new possibilities for teaching and learning

writing. AI-based language technology has the potential to enhance language learning

experiences, in particular learning how to write; but its integration into education requires

careful consideration of its capabilities and limitations.

Writing in German, as both a first and second language, requires the development

of cognitive, pragmatic, and linguistic competencies. Learners must understand genre

conventions, organize information effectively, and employ appropriate linguistic features.

Language technology can facilitate and enhance the learning process by providing oppor-

tunities for practice, feedback, and assessment. However, it is important to acknowledge

that language technology is not a substitute for human guidance and expertise. Rather, it

should be viewed as a tool to support and augment the teaching and learning of writing.

As language technology continues to evolve, it will inevitably impact writing processes

and respective pedagogical approaches. However, it is crucial to recognize that technology

alone cannot replace the role of teachers in guiding and shaping students’ writing skills.

Learning how to write will remain an integral part of curricula, with language technology

serving as a valuable resource for learners and teachers alike. By embracing the opportu-

nities presented by language technology and incorporating it thoughtfully into language

learning environments, we can enhance writing instruction and empower learners to

become effective communicators in German and other languages.

In conclusion, the integration of large language models and AI-based tools into lan-

guage learning requires a balanced approach that combines the capabilities of technology

with the expertise of language teachers. By harnessing the power of language technology

while maintaining the centrality of human guidance, we can create dynamic and effective

learning environments that help learners acquire the skills they need to succeed in written

communication in a self-regulatory manner.

8 https://labs.openai.com/ (last access 2023-05-21).
9 https://www.midjourney.com/ (last access 2023-05-21).
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