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functions. The case discussions were facilitated 

by people with lived experience, researchers, and 

advocates—all of whom have experience of 

engaging with social justice issues in 

healthcare—and discussion around these cases 

explored the role CESS could play in addressing 

inequity in clinical practice. We have received 

positive feedback from attendees, and would like 

to thank Kumeri, Dr Louise Austin (Cardiff 

University, University Hospital of Wales Clinical 

Ethics Committee), Dr Aisha Davies (Black 

Mothers Matter), Ms Rakeb Yoseph (Bristol 

Medical School), and Dr Jo Hartland (Bristol 

Medical School) for helping plan and facilitate 

this workshop. 

Power and privilege podcast 

We are organising a limited series of podcasts 

exploring “Power and privilege in academia”. 

Each podcast is led by one of the BBB co-

founders, and is in conversation with two 

academics working in bioethics. The themes we 

cover in this series are navigating research 

culture within the US and UK, inclusivity in 

publishing, anti-racism within higher education 

establishments, disrupting hierarchies to 

improve education, activism and advocacy as 

postgraduates, and challenges faced by 

postgraduate researchers in bioethics. We are 

grateful to be supported by Oxford Podcasts, and 

we’re on track to release this podcast series in 

Autumn 2023.  

Inclusive bioethics video series 

Complementary to the “Inclusive bioethics: 

modifying methodology to transform research” 

project, Kumeri is also leading the creation of a 

video series to act as a free training resource 

(open access) for postgraduates, early career 

researchers, and other interested parties. The 

aim of this initiative is to provide tools to develop 

and implement bioethics research projects with 

inclusive design principles that include the 

diverse demographics and lived experiences of 

marginalised groups, and relevant and 

appropriate theories and concepts. The videos 

will feature expertise contributed by experienced 

researchers working with different marginalised 

and underserved communities across the globe. 

The production of the videos is funded by the 

IME’s Postgraduate Student Committee (PSC). 

We are aiming to release the videos in 2024. 

Webinar Summary: The Metaverse: A Role to Play 
in Mental Healthcare?

Oriane Pierrès, IBME, University of Zurich 

On April 25th, 2023, the Forum for Global Health 

Ethics hosted a webinar entitled “The Metaverse: 

A Role to Play in Mental Healthcare?”. The forum 

is an outreach initiative at the University of  

Zurich, gathering stakeholders with various 

backgrounds to discuss critically ethical issues in 

global health. 

https://www.ibme.uzh.ch/en/Biomedical-Ethics/Agenda/Previous-Events/Forum-for-Global-Health-Ethics-Metaverse.html
https://www.ibme.uzh.ch/en/Biomedical-Ethics/Agenda/Previous-Events/Forum-for-Global-Health-Ethics-Metaverse.html
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The webinar provided an overview of the state of 

the metaverse and related digital applications in 

mental healthcare, its potential, and its risks. The 

necessity to regulate the field was also discussed. 

Three speakers were invited, each representing a 

different field of expertise. Thomas Douglas is a 

philosopher and works as a Professor of Applied 

Philosophy at the University of Oxford. Victoria 

Lush has a background in computer science and 

is a post-doctoral researcher at Aston University. 

Katitza Rodríguez is a lawyer working as a policy 

director at the Electronic Frontier Foundation. 

Tania Manríquez Roa and Nikola Biller-Andorno 

from the University of Zurich in Switzerland 

hosted the session.  

 

The metaverse: a response to a shortage in 

mental healthcare support? 

 

Victoria Lush started the webinar by discussing 

the metaverse’s potential in mental healthcare, 

drawing on her knowledge and the work of 

Ulysse Bernarder, Christopher Buckingham, and 

Jomar Alcantara. She highlighted the global 

significance of mental health issues, leading to 

disability, reduced life expectancy, and high 

costs for healthcare systems. Despite the 

importance of the conditions, there is a shortage 

of mental health professionals and inadequate 

public funding. In the United Kingdom (UK), the 

demand for mental health support surpasses the 

available resources, resulting in extended 

waiting times (at least six weeks). Other 

organizations also provide support. For instance, 

mental healthcare charities gather information 

for self-support, but users often feel overloaded 

with information. Additionally, self-assessment 

and self-management tools online and 

numerous mental health-related apps provide 

“on-the-go” therapy advice. However, those 

online tools are often unregulated and thus lack 

supervision with regard to their validity and 

efficiency.  

 

Digital technologies using augmented and virtual 

realities (AR / VR) offer solutions. Lush 

emphasized their capacity to provide 

intermediate support to those with limited 

access to practitioners. Diagnostic and self-help 

tools enable continuous mental health 

assessment, reducing the need for immediate 

professional intervention. Generally, 

technologies could help scale up the mental 

health offer. However, Lush noted that access to 

technologies can also be challenging and thus 

may not reach everyone. The researcher also 

explained that AR and VR technologies can make 

cognitive-behavioral therapy (CBT) and training 

more engaging and novel than filling out paper-

based questionnaires or online forms. 

Treatments can also become more personalized 

and on-demand. Virtual social and peer support 

networks may feel safer for people with social 

anxiety than attending an in-person event. 

Emotional virtual companions could also tackle 

isolation. Nevertheless, Lush cautioned that 

reliance on virtual companions may hinder real-

world social interaction. 

 

How to mitigate the risks in the metaverse? 

 

Katitza Rodríguez highlighted the increasing 

interest of companies to use AR / VR in their 

business activities. While acknowledging that the 

technology is not yet advanced, Rodríguez 

emphasized the need to consider the potential 

risks of data misuse. For instance, she raised 

concerns about advertisers gaining access to 

brain data to not only understand consumer 

interests but also manipulate desires and 

preferences directly. Meanwhile, sensors are 

improving every year, and users are eager to 

wear these devices.  

Currently, wearable devices already record 

sensitive data. For example, wearable devices 

collect biometric data and health indicators. 

According to Rodríguez, AR / VR technologies are 

expected to elevate data collection for 
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immersion (e.g., exposure therapy) and 

monitoring purposes (e.g., to send help alerts). 

These devices measure not only conscious 

activities but also unconscious mental 

processes, necessitating informed consent. 

Public awareness should be increased since 

individuals may unknowingly reveal personal 

information. 

 

According to Rodríguez, the legal debate and 

existing international human rights frameworks 

have focused on conscious and voluntary 

reactions to data privacy and protection issues. 

Meanwhile, newer artificial intelligence (AI) 

technologies collect unconscious mental 

processes and thus create more complex 

situations for data protection. Regulations like 

GDPR focus on the use and the sharing of 

personal data, whereas mental privacy is a more 

extensive matter, as it is more deeply connected 

to individuals. This raises questions about 

accessing files containing inner thoughts when, 

for example, law enforcement requests the 

medical records of a suspect. 

 

Furthermore, the private sector may not be 

subject to existing norms or be aware of standard 

procedures to address ethical concerns. 

Rodríguez argued that fostering competition and 

a decentralized approach to development could 

benefit individuals by giving them more choices, 

allowing companies to compete based on 

superior privacy protection. Moreover, Lush 

underlined the need to involve practitioners in 

self-assessment technology development as well 

as to conduct risk assessments. Another avenue 

to explore is restricting the collection of data and 

its repurposing; however, this requires a capacity 

to encrypt data safely. 

 

The need for a right to mental integrity 

 

Thomas Douglas argued that individuals should 

have a right to mental integrity, similar to bodily 

integrity. Informed consent should be required 

for any interference with our minds, even in non-

physical interventions. This right is based on the 

principle of self-ownership, where everyone 

owns their body and mind. It also aligns with the 

moral intuition that practices such as forcing 

medication or non-consensual use of hypnotic 

techniques are wrong. In the context of virtual 

therapy, this right becomes particularly 

significant as interventions may come from non-

medical practitioners, such as tech companies. 

Unlike medical staff, technicians are not used to 

follow ethical norms and healthcare-related 

regulations. Similarly, Rodríguez highlighted that 

companies are increasingly using sensors to 

monitor attention levels or identify individuals. 

She also explained that big tech companies have 

economic incentives to repurpose data to 

maximize profits. At the same time, hackers may 

target brain-computer interfaces and thus steal 

personal thoughts and memory. The webinar’s 

discussion underlined the importance of 

regulating virtual therapies, especially as 

Douglas noted that psychological harm is 

currently less regulated than physical harm. 

 

When could the right to mental integrity be 

violated? 

 

Douglas identified two situations where non-

consensual interventions could violate mental 

integrity. Firstly, there are interventions that 

alter thoughts or attitudes without providing 

reasons. For example, reducing arachnophobia 

by explaining the low risks associated with 

spiders would not infringe mental integrity since 

it is based on logic. However, exposing someone 

to subliminal images of attractive people with 

spiders to decrease their fear would violate their 

right to mental integrity. Secondly, interventions 

that modify thoughts or attitudes in ways that 

are difficult to resist are problematic. For 

instance, if a therapist alters the virtual reality 

environment of an enthusiast to include spiders, 
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it infringes mental integrity as it lacks reasoning 

and restricts the individual's ability to reject the 

intervention.   

 

Furthermore, the question arises as to whether 

nudging can interfere with the right to mental 

integrity, even if it encourages users to engage 

with privacy policies, for example. Douglas and 

Rodríguez expressed concerns about nudging 

potentially infringing on the right to mental 

integrity. Douglas emphasized the importance of 

considering the effects on individuals' thoughts 

and attitudes, suggesting that some nudges may 

undermine autonomy and invalidate consent if 

resistance is difficult. 

 

In the webinar discussion, Douglas also 

highlighted the need to grant a right to mental 

integrity as a fundamental moral principle.  

Nevertheless, from a legal perspective, there is a 

need to narrow the scope of the right to mental 

integrity. This entails focusing on specific 

technological interventions to ensure 

enforceability. 

 

Conclusion and future research 

 

In sum, Lush highlighted that AR / VR 

technologies open opportunities not only to 

reduce the supply-demand gap, but also to 

improve the quality of services. At the same time, 

there are concerns that these technologies may 

not live up to their potential as people may not 

access technologies, or they could exacerbate 

mental health issues by disconnecting people 

from one another. In addition, Rodríguez 

underlined that the increasing collection of 

sensitive and personal data raises concerns 

about data misuse and theft. 

 

Regulations governing the use of AR/VR 

technologies in mental healthcare need to be 

established and revised, mainly due to the entry 

of companies into this field. The discussion 

suggested mandating informed consent, raising 

public awareness, fostering competition and a 

decentralized approach to technological 

development, granting and protecting a right to 

mental integrity, involving medical practitioners, 

and conducting risk assessments. 

 

Additionally, Lush reckoned that exceptions will 

always be necessary to deliver services to 

everyone depending on their needs. For 

example, people with visual impairments could 

benefit more from therapy with audio immersion 

rather than visual virtual reality. Furthermore, 

not everyone has access to AR / VR technologies, 

a smartphone, or the internet. It is, therefore, 

vital to legally guarantee the provision of 

alternative offline services.  

 

Finally, based on the comments from all 

speakers, future research in this field will likely 

focus on developing specific regulations tailored 

to different contexts and creating effective 

strategies for their implementation. Another 

critical aspect to consider, mostly highlighted in 

Lush’s presentation and answers, is how to 

leverage AR/VR technologies to ensure their 

benefits are accessible to all, without 

exacerbating existing inequalities. It is crucial to 

avoid a scenario where technology becomes the 

sole solution for individuals without access to 

medical professionals.  In addition to the 

valuable insights shared during the webinar, it is 

worth considering the importance of 

incorporating user perspectives in the design of 

technologies for mental healthcare. The 

inclusion of user experiences, particularly from 

individuals with impairments, can offer unique 

expertise that is sometimes overlooked. There is 

a necessity to ensure that virtual environments 

are flexible enough so that they can be navigated 

by people with impairments. For instance, AR/VR 

technologies can include captions to facilitate 

communication or color contrast and 

magnification options to make the environment 
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more visible (see Dick, 2021). User input also has 

the potential to enhance the acceptability and 

effectiveness of these technologies, ultimately 

leading to more impactful solutions for mental 

healthcare. 
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Upcoming Webinars  

In 2023, the Forum for Global Health Ethics will 

host two more webinars: one on triage and 

justice, and one on drug pricing. The dates of the 

webinars will be announced on our website 

(https://www.ibme.uzh.ch/en/Biomedical-

Ethics/who-collaborating-centre/Forum-for-

Global-Health-Ethics.html) and via email (to 

receive information about our webinars, send us 

an email to globalhealthethics@ibme.uzh.ch). 

 

 

 

PhD Thesis Summary 
Moresprudence and organizational learning on moral issues 
 

Henriëtte Bout, Maastricht University  
 

 

Henriëtte Bout’s thesis ‘Moresprudence and 

organizational learning on moral issues’ 

discusses the presence of moral issues within 

organizations and the importance of addressing  

 

 

them appropriately in order to learn as an 

organisation. This study employs the 4I 

framework (Intuiting, Interpreting, Integrating, 

and Institutionalizing) iof Srossan et al (1999) to 
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