Introduction

Deep Learning TQChniqueS UtiliZEd for AsseSSing The overall level of emissions from the Swiss passenger cars 1s strongly dependent on the fleet composition. Despite technology

improvements, the Swiss passenger cars fleet remains emissions intensive. To analyze the root of this problem and evaluate potential

° ° ° solutions, this study applies deep learning techniques to evaluate the inter-class (namely micro, small, middle, upper middle, large

C () 2 E mls Slons Of SW]SS P assenger C ars and luxury class) and intra-class (namely sport utility vehicle and non-sport utility vehicle) differences in CO, emissions. Since the

division of vehicles into segments by experts 1s not standardized and therefore not always uniform, and some vehicle models have

D recently positioned themselves as "crossovers" between established vehicle categories, 1t has become increasingly difficult and

inaccurate to segment the vehicle population using conventional classification methods. The development of a mathematical

N 9 hm eh Nir ooman dl ’2 Chri Sti an B %) Ch2 Miri am El S erz approach to accurately segment passenger vehicles is essential for determining the real CO, emissions from road traffic in the future.
g ° ° While road traffic has so far had its own energy system, which was comparatively easy to assess in terms of CO, emissions,
increasing electrification of road traffic will difficult the distinction of energy consumption from road traffic and other stationary

| . Sch()()l Of Management & LaW, ZuriCh University ()f Apphe d S CienC es ( 7H AW) energy uses. Based on this novel approach, we can then predict accurate segment-based CO, emissions, which allows for detailed

analyses of the main factors influencing the average fleet CO, emissions. Our results show that the proposed method 1s a viable and

2 . Aut()m()tive Powertrain Technol() gies Lab()rat()ry (Emp a) effective to categorize vehicles based on their technical, emission and dimensional features.

In this study, by segmenting the passenger vehicles based on technical and dimensional characteristics, we aim to better understand
Email: niro @zhaw, ch the impact of inter-class and intra-class variations to the passenger vehicle tleet CO, footprint.
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e This study focuses on utilizing "Deep" for deep !;:i<mm et H_Feature Selection | —— This paper 1s an extension of a previous work originally focused on developing Using the SSFCM model, we estimate the average CO, emissions of
correlation between supervised and L — TEt — a machine learning based methodology for the mathematical inter-class and all new passenger vehicles registered in 2018 to be 138.9 g CO,/km,
unsupervised data with multi clusters and deep e f intra-class segmentation of passenger vehicles [1-2]. The experimental results which only deviates by 1.1% from the official estimate of SFOE of
correlation between Deep semi supervised fuzzy Unlabeled Data M show that the single clustering models using SSFCM, random forest and 137.8 gCO,/km.

C-means (SSFCM) clustering and feature e — AdaBoost algorithms and the fusion model all enhance the classification ——

techniques. ; accuracy 1n comparison to the traditional FCM algorithm (overall accuracy of I | MJA w |
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learning algorithms and compared their T Model training (™ R ndom Forest classifier | | < the vehicle dataset and obtain more discriminative recognition rates than other [
performance SSFCM algorithm SSFCM classifier ClaSSIﬁGI’S dO AL A Ahw/\/\/w\m |

e Used feature learning and feature extraction — Method Accuracy rate Precision rate Recall Kl |

. . . . . Results comparison SSFCM 0.954 0.953 0.881 0.916
technique for representation learning in high- | AdaBoost 0.891 0.871 0.823 0.846 -
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middle class vehicle to a micro class SUV could lead to an 3 interquartile power range (Q) by both vehicle inter and intra-class classification
increase in CO, emissions..
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reducing classification errors and making databases from across the world
comparable. Finally, the automatized clustering approach also reduces
classification costs and training time.

[m] i [m]

T

In general, the spatial distribution of the CO, emissions for each
vehicle class and sub-class 1s quite homogeneous, and there are
no significant trends between different regions of the country. T Moreover, the results indicate that the combination of the inter-class and intra-

Spatial distribution of the average CO, emissions (in g CO, /km) class classification provides crucial insights for developing fleet transformation
among different vehicle classes and sub-classes. strategies to decarbonize the passenger vehicle fleet.

Large & luxury class

Cars based on Deep Learning Techniques, IEEE Access, 9,
166314-166327.



	Slide Number 1

