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Abstract 
The prevailing consensus in cybersecurity is that 

individuals’ insecure behavior due to inadequate 

decision-making is a primary source of cyber 

incidents. The conclusion of this assumption is to 

enforce desired behavior via extensive security 

policies and suppress individuals’ intuitions or rules 

of thumb (cognitive heuristics) when dealing with 

critical situations. This position paper aims to change 

the way we look at these cognitive heuristics in 

cybersecurity. We argue that heuristics can be 

particularly useful in uncertain environments such as 

cybersecurity. Based on successful examples from 

other domains, we propose that heuristic decision-

making should also be used to combat cyber threats. 

Lastly, we give an outlook on where such heuristics 

could be beneficial in cybersecurity (e.g., phishing 

detection or incident response) and how they can be 

found or created.   

 
Keywords: cybersecurity decision-making, cognitive 
heuristics, intuition, uncertainty, ecological rationality 

 
1. Introduction 

 
Following the logic that humans are the “weakest 

link in cybersecurity” (Schneier, 2000), employees 
have to comply with an increasing number of 
constraining security policies and regulations (Fuster 
& Jasmontaite, 2020) and must attend regular training 
with questionable efficacy to keep the company secure 
(Herley, 2009). Considering the limited effectiveness 
of this approach, it is pressing to question its 
underlying assumptions (Alsharnouby et al., 2015; 
Butavicius et al., 2022). 

Human cognition, e.g., judgment and decision-
making, is typically perceived as a weakness in 
cybersecurity (Zimmermann & Renaud, 2019). These 
shortcomings are often explained through people’s 
reliance on cognitive heuristics – mental shortcuts and 
simple rules of thumb -which may offer an intuitive 
explanation for many things that go wrong in 
cybersecurity (Tsohou et al., 2015). Generally 
speaking, heuristics are defined as decision processes 
that do not consider all available information but focus 
on one or a few key cues. Biases may occur as a result 
of heuristic judgment and can take many different 

forms. One example is the availability heuristic, where 
one gauges the frequency of an event by the ease of 
recalling it (Tversky & Kahneman, 1974). This may 
work most of the time but fails if the event in question 
is overrepresented in the media or otherwise easier to 
recall, leading one to overestimate its frequency. In the 
case of cybersecurity, it is often assumed that people 
fall for phishing emails because they rely on unreliable 
or misleading cues instead of consciously and 
systematically processing every single email 
(Frauenstein & Flowerday, 2020) or because their 
biases lead them to underestimate threats or 
overestimate their abilities to detect malicious emails 
(Kwak et al., 2020). The solution following this 
assumption is to establish strict guidelines for the use 
of digital tools and train employees to suppress 
heuristic processing, and systematically process every 
single email (Butavicius et al., 2022).  

However, this approach to combat cybersecurity 
risks faces two problems. First, while strict rules and 
training make sense in a stable environment, they are 
insufficient in an unstable and dynamic environment 
(Donaldson, 2001). Therefore, they need to 
permanently change if one wants to account for every 
possible incident. This problem is exacerbated in the 
domain of cybersecurity, where one has not only to 
deal with random incidents but with motivated 
opponents that react to one’s security efforts and 
actively try to circumvent them. The attack strategies 
used by malicious actors are dynamic and change on 
an almost weekly basis (Sundaramurthy et al., 2017). 
Effective tools to counter these attacks need to be 
highly adaptive to be able to cope with these evolving 
threats.  

The second problem lies in the disregard for 
economic aspects. Every rule and every additional 
hour of training brings direct and indirect costs that 
must be accounted for and conflict with other goals of 
the organization and its employees (e.g., productivity, 
autonomy). While, in theory, one may achieve 
complete security through a near infinite amount of 
rules and regulations that are continuously updated to 
preemptively defend against every possible attack (at 
least temporarily), this would incur costs that most 
likely supersede the damage of an intrusion. Only a 
few studies mention this trade-off and account for the 
economic dimensions of security training (Canfield & 
Fischhoff, 2018; Herley, 2009). Considering that 
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research in cybersecurity aims to deliver practical 
answers, researchers ought to consider the economic 
aspects of their proposed measures to increase 
security. 

Heuristic decision-making may be the answer to 
both aforementioned problems. Heuristics are 
adaptive and allow decision-makers to better cope 
with an evolving threat landscape than more elaborate 
but strict guidelines, as they are less specific and focus 
on more general characteristics. There is an argument 
to be made that - in situations of uncertainty - 
heuristics are even more accurate than more complex 
strategies (Czerlinski et al., 1999). Additionally, they 
are economical as they rely on only a few cues to make 
fast decisions and are easy to acquire (Gigerenzer & 
Brighton, 2009; Tversky & Kahneman, 1974).  

With this work, we want to make the following 
argument: 

I) In uncertain environments, simple 
heuristics are more economical and 
sometimes even more accurate than more 
complex strategies  

II) Cybersecurity is an uncertain 
environment 

III) Heuristics should be embraced rather than 
avoided 

We will first give a brief overview of how 
heuristics shape our decision-making. This overview 
will be substantiated with real-world applications 
where heuristic decision-making proved 
advantageous. Lastly, we will hypothesize where 
heuristics are likely to be advantageous in dealing with 
different cybersecurity problems.  

 
2. Cognitive heuristics & biases  

 
A heuristic is a decision strategy that ignores part 

of the available information to reach faster conclusions 
than more resource-intensive and complex processes 
like analytical reasoning (Gigerenzer & Brighton, 
2009). Heuristics can be tacit in the form of intuitions 
and gut feelings or explicit as simple rules of thumb or 
decision trees. The prevailing view in psychology and 
behavioral economics is that the human mind relies on 
the use of simple heuristics to cope with its limited 
resources for dealing with the world’s complexities, 
leading to bounded rationality (Simon, 1955). While 
the concept of heuristic problem solving has been 
introduced earlier (Pólya, 1954; Simon & Newell, 
1958), Tversky and Kahneman managed to bring this 
discourse into the mainstream in the 1970s with their 
groundbreaking research on cognitive heuristics and 
biases (Tversky & Kahneman, 1974). Their work 
challenged longstanding assumptions about human 
decision-making and rationality and shaped the 
discourse in psychology and economics for the 
following decades (MacCoun, 2002). While their 

heuristics and biases program acknowledges the 
general effectiveness of heuristics, especially where 
quick decisions under uncertainty are required, it 
focuses on cases where they fail to lead to accurate 
outcomes and conceptualizes them as the main reason 
for deviations from rational behavior. Tversky and 
Kahneman propose that heuristics lead to distorted 
perceptions and suboptimal decisions, further referred 
to as biases. It is argued that biases would lead to 
systematic and predictable errors and, therefore, to bad 
choices, with adverse outcomes for health, wealth, and 
happiness (Thaler & Sunstein, 2008). Much of the 
subsequent scientific and popular literature adopted 
the negative framing of heuristics as irrational while 
ignoring their adaptive value. The rise to prominence 
of Kahneman and Tversky’s work spurred a hunt for 
new, actual, or imagined biases that is still ongoing 
(Gigerenzer, 2018). 

The most prominent opponent of this grim view of 
human decision-making capabilities is Gerd 
Gigerenzer, who argues for a more positive evaluation 
of heuristics and intuitive decision-making 
(Gigerenzer & Brighton, 2009). His main contention 
lies in the widely used definition of rationality, usually 
conceptualized as purely mathematical utility 
maximization, where the optimal choice is derived 
from a complex statistical model incorporating all 
available information. While in the common 
experiments to test decision-making, all relevant 
outcomes and their corresponding probabilities are 
known, this is rarely the case outside the laboratory. 
Decision-making scenarios in the real world are often 
much more complex and uncertain, such that decision-
makers must deal with unreliable or incomplete 
information. Therefore, human decision-making is 
measured against an unrealistic benchmark of 
rationality that is hardly ever observed in the real 
world and focuses only on maximizing the expected 
utility of the outcome, ignoring search and processing 
costs. In the real world, searching for information 
costs time and/or money, leading to the diminishing 
utility of new information. Rationality should not be 
seen as something purely logical but ecological: 
adapted to a specific environment (Todd & 
Gigerenzer, 2012). To assess ecological rationality, 
the right question to ask is: “How well does a decision-
making process perform in a given environment?”.  

Gigerenzer even argues that heuristics do not 
merely make a tradeoff between information and its 
associated costs and accuracy but that they can lead to 
equivalent or even more accurate inferences than other 
strategies in the right environment, highlighting their 
ecological rationality (Gigerenzer & Brighton, 2009). 
This claim has been substantiated through a 
comprehensive empirical investigation. For example,  
the effectiveness of heuristic processing, which relied 
on a single cue, has been extensively compared with 
complex models that incorporated all the available 
information. The comparison was conducted across 20 Page 4735



different environments, varying from predicting fish 
fertility to fuel consumption and high school dropout 
rates, and a simple heuristic achieved the highest 
accuracy (Czerlinski et al., 1999).  

These findings demonstrate that heuristics are not 
necessarily always the second-best solution, only 
employed because of cognitive shortcomings, and that 
more information, time, and computational power is 
not always better. 
 
2.1. Fast & frugal heuristics 

 
A distinct class of simple heuristics are fast-and-

frugal decision trees (FFT) (L. Martignon et al., 2005, 
2008). These heuristics are simple decision aids in the 
form of a binary decision tree that facilitate efficient 
and accurate human decisions with limited 
information. These decision trees are fast because they 
can be applied quickly as they rely on only a few 
relevant cues without requiring any computation, and 
they are frugal because they ignore most of the 
available information and focus only on the variables 
with the highest discriminatory power. Because FFTs 
are simple and rely on only a few cues, they are 
particularly useful in high-stress environments where 
limited information is available and where speed is of 
high importance. In contrast to complex decision 
algorithms, such as regression, FFTs can be easily 
understood and learned by humans and allow people 
to make quick and accurate decisions on the fly 
without the need for statistical training or technical 
tools. A fast and frugal heuristic is regularly applied 
by health emergency first responders to triage patients. 
Unconscious patients that are still breathing are placed 
in a recovery position for further assessment.  In the 
absence of breathing, cardiopulmonary resuscitation is 
initiated immediately.  

There are two approaches to creating FFTs: relying 
on data or on human expertise. The creation of such a 
decision tree relies on the identification of core 
variables that predict an outcome, are easy to measure, 
and are unlikely to change. This task needs a deep 
understanding of the problem and can be done either 
with the support of experts in the particular domain or 
with the help of supervised learning algorithms to find 
the variables with the highest predictive power 
(Phillips et al., 2017). The second approach needs a 
reliable database containing all the relevant variables 
to draw inferences. How realistic this is relies heavily 
on the specific context, the structure and the 
complexity of the problem and the data availability. If 
this data is not available, or the observable variables 
are not easily quantifiable, one may draw on the 
experience of experts to devise an FFT. Their 
simplicity not only assures transparency but makes 
them easy to understand and implement for non-
experts, making them an excellent tool for knowledge 
transfer.  

 

2.2. Where are heuristics successfully 
applied? 
 

Successful heuristics exploit the structure of the 
environment they are adapted to (Todd, 2007). In what 
environment are heuristics ecologically rational, and 
when should we rather rely on complex models or 
intricate rules to guide one’s decisions? Table 1 
presents an overview of various different domains that 
embody uncertain environments where the successful 
application of heuristics has been demonstrated.   

Even in the highly regulated and standardized 
medical field, heuristics have been shown to perform 
well in various applications. Simple heuristics have 
been shown to be both fast and accurate in diagnosing 
depression (Jenny et al., 2013) and categorizing heart 
and other diseases (Green & Mehr, 1997; L. F. 
Martignon et al., 2012; Phillips et al., 2017). These 
insights led to the proposition that medical education 
should embrace heuristics rather than train them away 
(Feufel & Flach, 2019) and that more clinical practice 
guidelines should be transformed into FFTs 
(Djulbegovic et al., 2018). 

A good, although counterintuitive, example of an 
environment that is better described by uncertainty 
than by risk is the financial system. The increasing 
complexity of this system invited the use of 
increasingly complex modeling and risk management 
strategies to understand and control it. Neither of 
which was very successful in predicting future 
developments, looking back at the last financial crisis 
or year-ahead predictions of the euro-dollar exchange 
rate (Gigerenzer, 2014). Simple heuristics have been 
shown to outperform complex modeling approaches 
for calculating banks’ capital requirements and in 
predicting the failure of individual banks during the 
global financial crisis (Aikman et al., 2021). 

Some other environments where heuristics and 
simple models have demonstrated their potential are: 
predicting recidivism in criminals (Dressel & Farid, 
2018), predicting bail decisions of judges (Dhami, 
2003), detecting deception (Verschuere et al., 2023), 
modeling climate (Halide & Ridd, 2008), forecasting 
in the domains of weather, sports, crime, and business 
(Goldstein & Gigerenzer, 2009), and even reducing 
civilian casualties in military operations (Keller & 
Katsikopoulos, 2016). A great example to demonstrate 
the need to thoroughly analyze the environment in 
which they are applied is documented in the 
management literature. Simple heuristics performed 
better than more complex approaches in predicting 
individual customer behavior, but stochastic models 
delivered the best insights on the aggregate level 
(Wübben & Wangenheim, 2008). Similar findings are 
reported for car pricing, where a complex model best 
describes the aggregate market, but the use of heuristic 
pricing generated the most profits in an uncertain 
market (Artinger & Gigerenzer, 2016). These findings 
demonstrate that heuristics perform well in various Page 4736



environments but that we cannot apply them blindly 
and have to evaluate their validity for the different 
environments we want to employ them. 

 
3. The potential of cognitive heuristics in 
cybersecurity  

 
Many of the environments where heuristics 

succeeded share similarities with cybersecurity 
regarding their unpredictability and the role that time 
pressure plays in resolving incidents. In this chapter, 
we want to emphasize these similarities and look at 
specific examples from cybersecurity where cognitive 
heuristics may be beneficial.    
 
3.1. Why leverage heuristics in cybersecurity? 

 
In computer science, heuristic algorithms allow us 

to deal with processing constraints in computational 
tasks when a problem is too complex or too large to be 
solved optimally in a reasonable timeframe (Rothlauf, 
2011). Similar to cognitive heuristics, these heuristic 
algorithms are not guaranteed to find the best solution, 

they usually provide a satisfactory solution in 
environments that cannot be comprehensively mapped 
out and retain an element of uncertainty.  

The concept of cognitive heuristics in decision-
making has later been introduced to computer science, 
and specifically cybersecurity (e.g., Pfleeger & 
Caputo, 2012). However, the cybersecurity literature 
seems to have adopted the mainly negative frame from 
modern behavioral economics, where heuristics are 
associated with error-prone “mental software,” 
leading to systematic blunders and biases (Thaler & 
Sunstein, 2008). Whereas Kahneman and Tversky 
emphasized the utility of heuristics, the subsequent 
(cybersecurity) literature largely omitted their 
advantages, and heuristics are now almost exclusively 
seen as a weakness and a primary cause of human error 
in cybersecurity (Frauenstein & Flowerday, 2020; 
Kwak et al., 2020; Petrič & Roer, 2022; Tsohou et al., 
2015). In some cases, heuristics serve as a convenient 
post-hoc explanation for sub-optimal decisions 
regarding cybersecurity (Gavett et al., 2017). 
Therefore, popular advice for reducing human errors 
is to “focus on strategies that inhibit the use of 
heuristics” (Butavicius et al., 2022) or “stimulate users 

Table 1. Examples of the successful application of simple heuristics 
Domain Application of Cognitive Heuristic Outcomes / Benefits 
Medicine • Triaging (Super, 1984) 

  
Rapid assessment of victims in mass casualty incidents 
relying on a few simple cues. 
 

 • Depression diagnostics (Jenny et al., 2013) Simple heuristic was competitive with complex model while 
relying mostly on a single cue. 
 

 • Medical prescription (Fischer et al., 2002) Fast-and-frugal trees (FFT) performed close to the complex 
scoring system while being faster and more transparent. 
 

 • Care unit admission (Wegwarth et al., 2009) FFT is both faster and more accurate than complex tools and 
doctors’ intuition. 
 

 • Diagnosing different diseases (Phillips et al., 2017) FFT was as or more accurate with less information than 
different complex models.  

Finances • Predicting bank failure (Aikman et al., 2021) FFT outperforms logistic regression, especially with limited 
information. 
 

 • Investing decisions of venture capitalists (Woike et 
al., 2015) 

The simple strategy was competitive with complex ones 
while needing less information. 

 
 • Investing: simple heuristic vs. different complex 

models (DeMiguel et al., 2009) 
No model consistently outperformed a simple heuristic across 
different datasets. 
 

 • Investment with simple heuristic vs. market and 
different portfolios (Borges et al., 1999) 

Heuristic outperformed the stock market, individual traders, 
and big funds. 

Legal • Predicting recidivism (Dressel & Farid, 2018) Not a heuristic in the strict sense, but a model with two cues 
achieved the same accuracy as one with 137 cues. 

Business • Customer base analysis (Wübben & Wangenheim, 
2008) 

Statistics performed well for aggregate analysis, but 
heuristics predicted individual customer purchasing behavior 
better. 

Military • Detecting unexploded ordnance (Fernandez et al., 
2010) 

Heuristic outperformed or matched regression and machine 
learning with a 100% hit rate and a 3% false alarm rate. 
 

 • FFT to classify hostility of approaching cars (Keller 
& Katsikopoulos, 2016) 
 

Potential reduction of civilian casualties in military 
operations by 60%. 

 • FFT to support decision-making in combat situations 
(Banks et al., 2020)  

FFT was used to transfer knowledge from senior to junior 
officers and reduced mental load in stressful situations.  

Deception 
detection 

• Detecting deception in writing, video, or live 
interviews (Verschuere et al., 2023) 

Reliance on a single cue led to lie detection well above chance 
(59-79%). 
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to process systematically” to save users from phishing 
emails or other digital dangers (Petrič & Roer, 2022). 
While not all of the mentioned cybersecurity examples 
paint heuristics in such a grim light, they are mostly 
seen as a hindrance to making good decisions and 
disregard their potential benefits. 

The research stream of usable security analyzes 
human decision-making in an attempt to tailor 
applications to those constraints instead of solely 
blaming the human as the weakest link (Wash, 2010). 
Our work goes a step further to explore where human 
decision-making strategies could be used as an asset 
for security.  

Cyberspace is a complex world with limited or 
ambiguous information and where probabilities are 
uncertain (Gomez & Villar, 2018). Emerging 
technologies and their impact are hard, sometimes 
even impossible, to foresee and create uncertainty 
(Lewallen, 2021). The behavior of both the attacker 
and the defender in cyberattacks is hard to predict, and 
so are the payoffs of their respective strategies (Sinha 
et al., 2015). This uncertainty negatively impacts the 
accuracy of risk assessments (Fielder et al., 2018), 
which in turn creates uncertainty in calculating the 
optimal investment in IT security (Paul & Wang, 
2019). The downstream effect of these numerous 
uncertainties is further uncertainty in the choice of 
solutions to defend oneself against all the 
unforeseeable threats and their unpredictable 
consequences (Renaud & Weir, 2016). We therefore 
argue that the use of cognitive heuristics is a promising 
but neglected approach to combat cyber threats. 

  
3.2. Potential domains for  heuristics in 
cybersecurity 
 

Table 2 gives a short overview of the problems the 
different domains of cybersecurity face and describe 
the role heuristics could play in alleviating them. This 

list is a deductive selection of cybersecurity challenges 
characterized by high uncertainty and/or high time-
pressure. 

The most obvious application is the detection of 
phishing emails, as the literature already mentions 
cognitive heuristics, but mostly as the reason one falls 
victim to them. Furthermore, heuristics are already in 
use to aid detection, but only in the form of software 
algorithms (Khonji et al., 2013). Heuristics used by 
humans may incorporate context factors that are not 
accessible to the computer. One prominent approach 
to reduce phishing susceptibility is to make every user 
an expert in this domain, for example, by teaching 
them every possible strategy and giving them an 
extensive list of rules to follow (Canham et al., 2020). 
The outcomes of this approach are less than stellar, 
and studies have yet to demonstrate that the effect of 
this training persists for more than a few weeks (Lain 
et al., 2022). Another approach is to raise awareness 
about the threat and to give users a handful of rules 
like “always inspect the sender” and “hover over every 
link and look them up online to see if they are real” 
(Downs et al., 2006). While this approach seems quite 
frugal, it stops being so if this has to be done for every 
single email and, more importantly, is relatively easy 
to circumvent if one knows of this strategy, for 
example, by spoofing email addresses and websites. 
Both of these approaches aim to change the behavior 
of the user by increasing their knowledge. 

Instead, cybersecurity trainings based on heuristics 
would address the decision-making process and aim to 
change the way people reason before making a 
decision. Here we see potential for FFTs which could 
be, if well-constructed, both faster than the extensive 
training and more robust than the rules that are 
currently in use. In the case of phishing emails, we 
could exploit the fact that there always needs to be a 
stage where the attacker has to “close the deal” in the 
form of making a request to share confidential 

 
Table 2. Potential use cases of cognitive heuristics in cybersecurity 

Use case What is the problem? How could a heuristic help? 
Phishing The potential victim is confronted with deception and 

time pressure. Established rules to detect phishing are 
often complex and time intensive (e.g., patterns of fake 
URLs). 

The use of the correct heuristic relying on a few cues 
could help employees to quickly recognize suspicious 
emails for a more thorough analysis.  

Threat detection / 
Incident response 

Decisions have to be made under time pressure in an 
uncertain environment, as attack vectors are changing 
regularly. Established incident-handling processes are 
complex, making them hard to learn and use. 

Converting complex incident handling guidelines to 
simple heuristics could support knowledge transfer and 
make them easier to apply in stressful situations by 
different stakeholders. 

Risk assessment Many variables to estimate cyber risks cannot be 
objectively measured and have to be approximated 
relying on historical data, making it bad at predicting 
future events. The process is complex and time-
consuming. 

The reduction of model variables may leverage the 
advantage of heuristic decision-making and allow for 
better predictions while saving time and resources. This 
can help both risk analysts and executives that need to 
decide how to manage risks. 

Vulnerability 
analysis 

A full analysis of the attack surface of an organization 
is time-consuming and expensive, increasing with the 
size of the organization.  

Heuristics could be used by different stakeholders to 
make the analysis process simpler and to choose what to 
prioritize in the response to this assessment. 

Security policies 
& guidelines 

Security policies and guidelines are often complex, 
making them time-consuming to implement, 
especially for smaller companies. 

Policies and guidelines in the form of simple heuristics 
could streamline their implementation and make them 
accessible, especially for smaller companies. 

IT-Investment 
decisions 

The benefits of investments are uncertain, and the 
return on investment is hard to predict.   

Heuristics in the form of rules of thumb could support 
investment decisions regarding prioritization and size of 
the investment. 
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information, approve an invoice, download malicious 
software, etc. This approach is insofar more adaptive 
than strict checklists, as it can be extended to different 
social engineering contexts (e.g., email, SMS, voice, 
etc.) and can better react to new angles of attack due 
to focusing on general actions instead of specific 
strategies.  

Studies have already mentioned that sometimes a 
bad gut feeling is a good indicator of malicious emails 
(Williams et al., 2018) and that improving heuristics 
should be the first step to combat phishing threats 
(Vishwanath et al., 2018), but they did so without 
further elaborating what makes a good heuristic. 
Specifically, the work on constructing FFTs (Phillips 
et al., 2017) offers a good starting point to explore the 
potential of cognitive heuristics for phishing 
prevention. Figure 1 illustrates how a social 
engineering FFT for employees could look like. This 
FFT is based on the social engineering detection 
model and should merely act as an example with no 
judgement of its actual efficacy (Mouton et al., 2017). 
On receiving a request for an action (through any 
channel), one proceeds through each step of the 
decision tree in order. A positive answer to any of the 
questions leads to immediate termination of the 
decision algorithm, and the request is granted. If each 
of the answers is negative, the request is denied. In the 
first step, the recipient of a request (irrespective of the 
channel) checks if the requested action is available to 
the public or only to a specific group (e.g., employees). 
If not, one proceeds to the second step of the decision 
tree and checks if the request was approved 
beforehand by a higher instance. If that is not the case, 
one checks if there are any administrative or 
procedural rules in place to perform that action. If the 
answer is negative, the requester’s identity is verified, 
and the decision process is terminated with either a 
positive or negative answer to the request.  

Other fields of application that should be explored 
are threat detection and incident response. These 
have quite some resemblances with the medical field, 
especially emergency response, as medical personnel 
must make accurate categorizations with little 
information and must choose the correct response 
under time pressure. Typically during a cyberattack, 
decision-makers have at most 1 minute to detect it, 10 
minutes to understand it, and 60 minutes to contain it 
before it spreads throughout the system (Pool, 2020). 
Different approaches to handle these tasks are in use 
at the moment. For example, machine learning models 
have been proposed to detect hostile traffic, but these 
often fail to generalize to new environments (Gehri et 
al., 2023). Here, heuristic approaches may help to 
alleviate this problem.  

While some incident response teams have 
elaborate playbooks that guide every step of the 
response process, others provide less guidance and 
mostly rely on the prior knowledge of the different 
responders. Relying on a strict playbook may not be 
adaptive enough to cope with the changing threat 
landscape while being potentially inefficient. The use 
of heuristics, in this case, may allow for greater 
adaptability to emerging threats while being much 
more economical and easier to use and learn. 
Therefore, simple heuristics could also help to reduce 
staff burnout, which is a typical phenomenon in 
computer security incident response teams (e.g., 
Killcrece et al., 2003). 

The military demonstrated their use for 
transferring expert knowledge (Banks et al., 2020), 
which should make them an excellent tool for training 
new cybersecurity personnel. The triaging heuristic 
(Super, 1984) could offer inspiration to construct a 
similar heuristic for cyber emergencies so that incident 
response teams can quickly assess the situation and 
initiate a suitable response. If FFTs are good enough 
to save lives in the hands of first responders, we should 
consider their potential in the hands of a cyber incident 
response team.  

Another domain that could be improved by simple 
heuristics is risk assessment. Risk assessment entails 
filling out complex risk matrices while relying on 
rough estimations of the expected probability of 
breaches. These risk scores have not yet proven useful, 
and some even argue that they are harmful by 
providing a false sense of security (Hubbard & 
Seiersen, 2023). It was found that more data points 
improved confidence but actually worsened the 
prediction quality. These findings are an argument for 
reducing the complexity of risk models. The 
algorithms for choosing the right cues for FFTs could 
offer guidance in choosing the correct variables to 
improve risk assessments. Furthermore, smaller firms 
that do not have resources to spare could make good 
use of heuristics to get a rough estimation of the risks 
they are exposed to.  

Figure 1. Illustration of a hypothetical fast and 
frugal tree derived from the social engineering 
detection model (Mouton et al., 2017). 
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Vulnerability analysis is a closely related task that 
could likewise benefit from the use of heuristics. Both 
the assessment of vulnerabilities and their resolution is 
an effortful and time-intensive tasks. The industry 
standard vulnerability assessment tools employ 
complex scoring schemes and require extensive 
domain knowledge (e.g., CVSS). Furthermore, the 
results of this scoring system are detailed, but their 
complexity makes them difficult to use for prioritizing 
weaknesses (David Seidl & Mike Chapple, 2022). 
Heuristic guidelines could aid us in interpreting the 
results of such an assessment and help us in 
prioritizing the parts of the infrastructure we need to 
assess first and which steps we should take first to 
protect the most vulnerable systems from harm. A 
more comprehensive approach would be to break the 
scoring process itself down into simple heuristics. In 
this case, a good heuristic could improve the efficiency 
of the vulnerability analysis while being transparent 
and easy to understand so that less expert knowledge 
would be needed, and new employees could quickly 
be trained for this task. 

Implementation or even replacement of 
cybersecurity guidelines (e.g., NIST Cybersecurity 
Framework) is another domain where the use of 
heuristics may be advised. The implementation of 
such guidelines is limited by their complexity and cost 
and by a lack of knowledge and missing skillsets in the 
implementing staff (Yvon, 2020). Furthermore, these 
guidelines are still high-level and leave plenty of room 
for individual judgement and decision-making. 
Heuristics may bridge the gap between general rules 
and their specific application.  Breaking down (parts 
of) complex guidelines into simpler heuristics may, on 
the one hand, aid the knowledge transfer to train new 
staff for this task and, on the other hand, reduce their 
cost and time commitment, making it more 
worthwhile for smaller businesses that do not have the 
necessary resources to implement the full framework.  

IT investment decisions are difficult endeavors 
that often rely on complex statistical models to predict 
the potential damage caused by future attacks and the 
return on investment of implementing defensive 
measures (Cavusoglu et al., 2004). What we observed 
for classical investment decisions may hold true in the 
domain of cybersecurity insofar as a heuristic allows 
us to choose the optimal strategy in such an uncertain 
environment.  
 
3.3. Potential pitfalls of heuristics in 
cybersecurity 

 
While heuristics are a promising solution for many 

problems one may encounter in the field of 
cybersecurity, they are not a silver bullet. First, a 
heuristic has to be applied in the right environment to 
perform optimally. Application in the wrong 
environment leads to inadequate perception and 
reasoning, manifested as systematic judgment errors. 

Therefore, a heuristic that works in one environment 
should not be carelessly applied in another 
environment without gaining a deeper understanding 
first. Second, heuristics are only as good as their user. 
Studies have shown that there are individual 
differences in the application of even simple 
heuristics, which are explained by intelligence and 
other, sometimes immutable, psychological factors 
(Bröder, 2003). Even with a heuristic that is 
theoretically error-free, there will be cases where the 
practical application fails and compromises security. 
Therefore, heuristics are not a substitute for 
contingency planning. Third, heuristics can turn bad in 
hostile environments where other agents can discern 
the cues that trigger specific responses and may alter 
their behavior strategically (Evans & Stankovich, 
2013). Adaptive adversaries may learn to circumvent 
popular heuristics, leading to yet another continuous 
arms race between attackers and defenders. Being 
aware of this, our response should be to analyze the 
environment in which a heuristic is employed and use 
this knowledge to either create better heuristics that 
cannot be exploited easily or abandon them in this 
specific environment if that cannot be achieved. 
Fourth, in cases where there is such an abundance of 
data that the whole decision space can be accurately 
mapped and complex algorithms dominate simple 
ones, one should ask the question if the human 
component is even needed or if that task can be 
entirely delegated to a machine. 

Future research needs to uncover which specific 
cybersecurity contexts are suitable for the use of 
heuristics, who can benefit from them, and how to 
make them robust against adaptive adversaries.   
 
4. Conclusion 
 

We have elaborated on what heuristics are, their 
advantages, and where they are already successfully 
used. Furthermore, we have pointed out the 
similarities (e.g., uncertainty and time pressure) 
between these environments and cybersecurity to 
argue that the use of heuristics may be a good 
alternative to the established tools to combat cyber 
risks (e.g., in phishing detection or incident response).  

Chesterton’s fence, ironically in itself a heuristic, 
should act as a guide on how to proceed with heuristics 
in cybersecurity (Chesterton, 1929):  

There exists, in such a case, a certain institution or 
law; let us say, for the sake of simplicity, a fence or 
gate erected across a road. The more modern type of 
reformer goes gaily up to it and says, “I don’t see the 
use of this; let us clear it away.” To which the more 
intelligent type of reformer will do well to answer: “If 
you don’t see the use of it, I certainly won’t let you 
clear it away. Go away and think. Then, when you can 
come back and tell me that you do see the use of it, I 
may allow you to destroy it.”  
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This quote seems quite applicable to the way 
heuristics are dealt with now in cybersecurity. While 
heuristics are rightfully criticized in the cases where 
they lead to errors, the cases where they work well 
have been widely omitted in the cybersecurity 
literature. In our view, misunderstandings concerning 
the concept of heuristics and their context dependency 
led to their hasty dismissal in an environment where 
heuristic decision-making could, in fact, be beneficial. 

Instead of abandoning heuristics, further empirical 
research is needed to uncover the specific 
environments where heuristics are advantageous for 
cybersecurity and where we should stick to complex 
models and comprehensive rules.  
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