
QardEst: Using Quantum Machine Learning for
Cardinality Estimation of Join Queries

Florian Kittelmann
Zurich University of Applied Sciences

Switzerland

Pavel Sulimov
Zurich University of Applied Sciences

Switzerland

Kurt Stockinger
Zurich University of Applied Sciences

Switzerland

ABSTRACT
Classical and learned query optimizers (LQOs) use cardinality es-
timations as one of the critical inputs for query planning. Thus,
accurately predicting the cardinality of arbitrary queries plays a vi-
tal role in query optimization. A recent boom in novel deep learning
methods stimulated not only the rise of LQOs but also contributed
to the appearance of learned cardinality estimators (LCEs). How-
ever, the majority of them are based on classical neural networks,
ignoring that multivariate correlations between attributes across
different tables could be naturally represented via entanglements
in quantum circuits.

In this paper, we introduce QardEst - Quantum Cardinality Es-
timator - a novel quantum neural network approach to estimate
the cardinality of join queries. Our experiments conducted with a
similar number of trainable parameters suggest that quantum neural
networks executed on a quantum simulator outperform classical
neural networks in terms of mean squared error as well as the
q-error.
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1 INTRODUCTION
Cardinality estimation algorithms predict the returned numbers of
rows, i.e. the result set size, of a database query without executing it.
The query optimizer then uses this information about how selective
different filters or joins are to choose the type of scans (e.g. index
or sequential ones) or the type and order of joins for selecting an
optimal query plan. Hence, the quality of cardinality estimation
has a critical impact on the performance of the query optimizer
[22, 23, 48].

The majority of relational database management systems use
classical cardinality estimation methods. To get an understanding
of single attribute "behavior" under different filters, they sample a
portion of the data from a database and, based on it, evaluate either
statistical characteristics like histograms of distributions [7, 9, 14,
30, 41, 47] (used, e.g. in PostgreSQL [1] and SQLServer [49]), or the

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
Q-Data ’24, June 9, 2024, Santiago, AA, Chile
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0553-3/24/06
https://doi.org/10.1145/3665225.3665444

number of pages of certain indexes [16, 19, 24, 25, 56] (used, e.g.
in MySQL [6] and MariaDB [5]). In order to enable more complex
cardinality measurements in the case of multiple attributes of the
same table, additional calculations are required, e.g. calculations
of functional dependencies between attributes, multivariate most-
common value lists, and multivariate distinct counts [2].

Although the aforementionedmethods already suffer from imper-
fect sampling misestimations and clusterization of single attribute
errors, evaluation difficulties become even more severe when it
comes to cardinality prediction for N -table joins. The problem is
that, e.g., having N tables and M attributes in each table, requires
to learn 𝑂 (𝑀𝑁 ) correlations - so it is both about learning compli-
cated joint distributions and computational complexity. Learned
cardinalities estimators (LCEs) are exactly attempting to mitigate
these issues with the help of machine learning methods. Although
deep learning seems to give significant improvement compared to
classical methods on datasets with more complicated data distri-
butions and join schemas, it still requires hundreds of millions of
learnable parameters that are often hard to tune [15].

However, quantum neural networks (QNNs) not only perform as
universal function approximators, i.e., they can learn arbitrary joint
non-linear correlations, the same as classical neural networks [50]
but using fewer learnable parameters. Moreover, due to the phenom-
ena of quantum entanglement [11], QNNs can do it with smaller
amounts of trainable parameters. So, in our approach, we take
the recent state-of-the-art architectures of neural networks used
for cardinality estimation and replace a part of it with a quantum
circuit.

The contributions of this paper are as follows:
• We develop a novel quantum neural network called QardEst
for cardinality estimation based on an existing classical archi-
tecture, namely the multi-set convolutional network (MSCN)
[21].

• We perform a detailed performance comparison of QardEst
against a classical neural network baseline and show that
when using a similar number of parameters, the quantum
approach executed on a quantum simulator outperforms the
classical baseline.

The source code of this paper is publicly available at: https://drive.
google.com/file/d/1sqrIwCAKt2SRTCJjV-kmJ-zdbMDTLlh5/view?
usp=drive_link

2 RELATEDWORK
Quantum computing has recently gained traction due to the rapid
development of quantum hardware [8, 36]. Typical applications in
quantum computing are currently in optimization [29], machine
learning [44] or in specific domains such as material science or
chemistry [28].
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The cardinality estimation problem for database queries has
recently been tackled using mainly classical machine learning algo-
rithms [20]. While the results of these methods are more accurate
than traditional non-machine learning-based approaches, they still
suffer from high training and inference costs while learning multi-
variate correlations [15, 48], and can mitigate these "side effects"
only when using single-table statistics as an input [51]. This is
still an unsolved problem, and therefore, it is uncertain if such
models will prevail in real databases, especially in dynamic envi-
ronments [48]. In general, foregoing approaches to learning the
cardinalities could be split into query-driven [10, 21, 53] and data-
driven [17, 52, 54, 55, 57] groups. While query-driven approaches
learn the cardinalities directly from the SQL queries, data-driven
approaches use the data in the database to learn and estimate the
cardinalities [15].

Applications of quantum computing for database problems are
currently arising more and more, for instance, in multiple query
optimization [12, 45], as well as join ordering (e.g. using novel
quantum-inspired encoding [40] or digital annealing [39]). In the
sub-area of cardinality estimation, the usage of quantum technolo-
gies is meanwhile tailored to the quantum natural language pro-
cessing model, predicting the query execution time and cardinality
straight from SQL [46]. This approach frames cardinality estimation
as a multi-class classification problem, where cardinality estimates
are within 2 or 4 ranges. In contrast, our approach treats cardi-
nality estimation as a regression problem and thus allowing more
fine-grained estimates.

In our optics, an intuitive approach to solving the cardinality
estimation problem using quantum computing could be to learn
the histograms of the data in database tables using a quantum
generative adversarial network (qGAN) [58]. Unfortunately, the ad-
vantages compared to traditional histograms and sampling methods
are small until nonexistent because training a qGAN is computa-
tionally expensive.

Thus, instead of using qGANs, we suggest designing a hybrid
quantum neural network approach that leverages classical neural
networks and only implements part of the neural network using
quantum circuits while still taking the quantum advantage. In one
of the most recent LCE papers [35], it was shown how embedding
machine learning heuristics into one of the fundamental LCE meth-
ods based on MSCN [21] can give a significant increase in accuracy
under training procedure constraints. For our QardEst approach,
we stick to using the same MSCN architecture as a baseline but
extend it with novel improvements by injecting quantum elements.

3 LEARNED CARDINALITY ESTIMATION
BASELINE

In this paper we compare our novel quantum cardinality estima-
tion approach against a classical neural network baseline that is
both well-understood and performs well in different cardinality
estimation benchmarks. This classical baseline is called MSCN [21]
- Multi-Set Convolutional Neural Network. We have chosen this
approach since it is considered the state-of-the-art technique for
learned query-driven cardinality estimation. Moreover, the input
encoding can be straightforwardly applied also for our quantum

approach with a limited number of qubits. Finally, we propose a
few optimizations on the input encoding of MSCN.

We will now explain the MSCN approach in more detail.

3.1 Query and Data Encoding
Let us first discuss how to encode a query given a specific database
such that a neural network can be trained for cardinality estimation.
The easiest way would be to use one-hot encoding where each table
and column that is part of a query is set to 1 - and to 0 if these tables
and columns are not part of the query. The size of the encoding
vector thus corresponds to the total number of tables and columns
of the underlying database. In addition, the information about the
distribution of the underlying data needs to be encoded along with
specific query details such as joins, filters, etc.

Figure 1 shows how a specific SQL query is encoded in MSCN
[21] using our own optimization. In particular, we removed the
redundant table set information 𝑇𝑞 to make the encoding more
compact1.

Now, let us analyze the encoding in more detail. Figure 1 (a)
shows the query to be encoded. Figure 1 (b) shows the join set 𝐽𝑞
to describe which attribute takes part in a join of the query. 𝐽𝑞
uses a one-hot vector for the first join attribute, a separate one-hot
vector for the second join attribute, etc. In our example we assume
a database with 18 primary/foreign key combinations and thus 18
possible joins. Here, the attribute c.UserID (1/18) is joined with the
attribute b.UserID (3/18).

Figure 1 (c) shows how the predicate set 𝑃𝑞 is encoded for a
database with 43 columns. 𝑃𝑞 contains a one-hot vector for each
attribute to be encoded and a one-hot vector for each of the 5
possible operators. Finally, the predicate values are encoded using
simple normalization as shown in Equation 1

𝑥 ′ = 𝑥 −min(𝑥)
max(𝑥) −min(𝑥) (1)

where x is a value of the respective attribute.

3.2 Classical Neural Network
The neural network architecture of MSCN is shown in Figure 2. At
the bottom we see a module for the Join Set as well as a module
for the Predicate Set. At the top we see the output layer. The neural
networks for the join module and the predicate module are applied
for each table that is part of the join and each predicate that is part
of the query. Afterwards the two neural networks are averaged,
concatenated and fed to the output neural network.

An example of how the MSCN processes a query is given in
Figure 1.

4 QUANTUM CARDINALITY ESTIMATION
In this section, we first describe some foundations of quantum com-
puting. Afterwards, we introduce our novel approach to quantum
cardinality estimation.

1Since the original join set 𝐽𝑞 contains already information about the used tables of
SQL, our more compact encoding does not lose any information.
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SELECT COUNT(*) FROM comments as c, badges as b
WHERE c.UserId = b.UserId AND c.Score=0 AND b.Date<=’2014-09-11 14:33:06’
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Figure 1: Query and data encoding as input for a neural network to estimate the cardinality of a query. a) SQL query to be
encoded. b) Join set 𝐽𝑞 with zero-padding encoded as a vector. The size of the vector corresponds to the number of possible
PK/FK joins in the database. The light blue matrixes refer to potential PK/FK-joins that are not used in the example query. c)
Predicate set 𝑃𝑞 encoded as 3 vectors to represent (1) the query attribute, (2) the query operator and (3) the value of the query
attribute. The light blue matrixes refer to attributes not used in the example queries.
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Figure 2:Multi-set convolutional networkmodel architecture
as defined in [21] with the absence of the table set.

4.1 Quantum Computing Foundations
Quantum computing is based on physical effects described in quan-
tum mechanics, and the research area already has produced some
promising quantum algorithms with significant speed-up compared
to classical computers (e.g. the factorization of prime numbers [43]).

Superposition and entanglement are the main physical effects,
which are used in quantum computing. They bring completely
different characteristics to the development of algorithms.

Qubits are used as the smallest computing unit, which can be
visualized in a Bloch sphere as shown in Figure 3. The vector show-
ing to the north pool is state |1⟩, while state |0⟩ is shown on the
south pool. All the other parts of the Bloch sphere are states in
superposition of |0⟩ and |1⟩.

By rotations about the x-, y- and z-axis, the qubit can be put in
another state. When a measurement is executed, the quantum state
is destroyed and collapses to either a 0 or 1. If the quantum algorithm
is executed multiple times, a probability distribution 𝑃 (𝑥) of the
states |0⟩ and |1⟩ can be observed, which is physically described by
the square of the quantum state |𝜓 ⟩ as shown in Equation 2.

𝑃 (𝑥) = |𝜓 ⟩2 (2)

One execution of the algorithm is typically called shot, and there-
fore, the number of shots needs to be configured high enough
to obtain a good quality of the probability distribution 𝑃 (𝑥). In
quantum mechanics, the probability distribution 𝑃 (𝑥) describes the
probability of finding the particle (e.g. photon or electron) in a cer-
tain position. Therefore, the probability characteristics in quantum
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|1⟩

|0⟩

x
y

Figure 3: Bloch sphere of a single qubit in a superposition
of the states |0⟩ and |1⟩. Because the vector in red points to
the equator of the Bloch sphere, the probability is 50% to
receive a resulting 1 and 50% to receive a resulting 0 on a
measurement of the qubit.

computing are derived from the wave-particle duality in quantum
mechanics.

Entanglement is the second essential physical effect, which is
used in quantum computing. When one of the two entangled qubits
is measured, the result of the measurement of the second qubit
is known without needing to measure the second qubit. They are
entangled, and therefore, colloquially speaking, they share infor-
mation. Entangled qubits can not be visualized anymore in a Bloch
sphere.

4.2 Quantum Neural Network - High Level View
The architecture of our quantum approach QCardEst has the same
principal structure as the classical MSCN described in Section 3.2.
However, the classical neural network layers are replaced with
quantum neural networks (see Figure 4).

Let us now analyze the specifics of the quantum neural network
architecture from bottom to top. The inputs of the quantum circuits
are rescaled to the range of [0.0, 2·𝜋−0.05] to cover the whole Bloch
sphere as shown in Figure 4. Afterwards, the quantum circuits are
executed. We will describe the internals of these circuits in Section
4.3.

Next, we measure the probability distribution 𝑃 (𝑥) of the quan-
tum circuits using 100 shots. The output of the 100 shots for the Join
Set as well as the Predicate Set are combined using average pooling
(Avg. Pool). Finally, the results of the Join Set are concatenated
(Concat) with the results of the Predicate Set and fed to the output
quantum neural network. The input values for the output quan-
tum neural network are therefore again rescaled to the range of
[0.0, 2 · 𝜋 − 0.05] and its output is then fed to one single perceptron
followed by a sigmoid function to obtain values in the range of
[0.0, 1.0].

4.3 Quantum Circuits - Detailed View
Now, let us analyze the quantum circuits in more detail. The param-
eterized quantum circuits (PQC) of the quantum neural network
are shown in Figure 5. The first circuit encodes the Join Set and uses

Measurement
𝑃 (𝑥) from 100 shots

Quantum Circuit

Rescale
[0.0, 2 · 𝜋 − 0.05]

Measurement
𝑃 (𝑥) from 100 shots

Quantum Circuit

Rescale
[0.0, 2 · 𝜋 − 0.05]

Sigmoid

Classical Perceptron

Rescale [−1.0, +1.0]

Measurement
𝑃 (𝑥) from 100 shots

Quantum Circuit

Rescale
[0.0, 2 · 𝜋 − 0.05]

Avg. Pool Avg. Pool

Concat

Join Set Predicates Set

Cardinality prediction �̂�

Figure 4: Multi-set convolutional network architecture for
the quantum neural network.

angle encoding of the parameters 𝑥𝑖 followed by rotation blocks
with trainable parameters 𝜃𝑖 . To represent the analogous of multiple
layers in a neural network, we have chosen the parameters 𝑘 and 𝑙
to vary the depth of the quantum circuit. By performing multiple
repetitions with the parameter 𝑙 , the input part of the quantum
circuit gets applied multiple times inside the circuit with the same
inputs 𝑥𝑖 , while the trainable parameters 𝜃𝑖 are not shared when
the parameter 𝑘 is increased.

The second circuit uses angle encoding to encode the Predicate
Set by two 𝑅𝑧 rotation blocks, followed by a controlled 𝑅𝑦 gate. We
designed the trainable part with the parameters 𝜃𝑖 , 𝑙 and 𝑘 equal
to the first circuit. On both circuits, the measurement is executed
on both qubits, which results in two probability distributions of 4
states.

In the last circuit, the architecture of the output layer is shown,
which uses 3 qubits to encode the concatenated probability distribu-
tion values using 8 rotation blocks. The trainable part of the output
layer uses full entanglement.

In general, this design of the circuits was chosen, because it
seemed to be an ideal approach to encode the whole data while
the numbers of qubits can be kept small. This results in a feasible
training time of about 10 days for 500 epochs using the parameters
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𝑙 = 4 and 𝑘 = 2. We discuss more details in the experiment section.
Note that we avoided using an𝑅𝑥 gate after a Hadmard gate because
it does not encode the data into the Bloch sphere. Therefore, we
chose 𝑅𝑧 rotation blocks in the input encoding because this ensures
the data is encoded in the phase of the qubit.

4.4 Discussion about Nonlinearity and Output
Encoding

For fulfilling the Universal Approximation Theorem [18], nonlinear-
ities play a major role in approximating complex functions. While
classical neural networks use activation functions to add nonlin-
earities, the best approach in quantum neural networks remains
unclear. Because recent papers propose a redundancy of the input
encoding in the circuits [13, 26, 38] for a good approximation of
functions, the parameter 𝑙 was introduced to repeat the input layer
of the circuit.

Regarding output encoding, quantum circuits are predestined
to solve classification tasks because of their output as a probabil-
ity distribution. Unfortunately, this output brings challenges for
solving regression tasks by e.g. using the expected value 𝐸 [𝑥] of
the probability distribution 𝑃 (𝑥). The reason is that on a random
initialized PQC the chances in a Bloch sphere are quite small to
predict exactly the value 0.0 or 1.0. In our experiments, we observed
that values close to 0.0 and 1.0 were somewhat challenging to reach
for a quantum neural network. Therefore, we decided to use values
from the probability distribution 𝑃 (𝑥) and input them in a single
perceptron to set aside this restriction.

5 EXPERIMENTS
We now describe the experiments for evaluating the effectiveness
of QCardEst - our novel quantum cardinality estimation algorithm.
The main research questions are (1) to find out if this quantum
algorithm can outperform the classical counterpart and (2) to see how
the performance per trainable parameter compares to the classical
neural network.

5.1 Experimental Setup
Dataset: For all our experiments we use the STATS-CEB dataset
[15] - a commonly used benchmark for evaluating cardinality esti-
mation algorithms. Because the query file of the STATS-CEB dataset
did not contain any cardinality information, we imported the data
of the STATS-CEB database into our local MySQL database and
executed all SQL queries to retrieve their cardinalities. The final
dataset contains 2,627 SQL queries and their cardinalities without
duplicated SQL queries.

Because the cardinalities of the SQL queries in the STATS-CEB
dataset contain outliers, the labels were rescaled (𝑦𝑟 ) by a logarithm
as shown in Equation 3:

𝑦𝑟 = 𝑙𝑜𝑔10 (𝐶𝑇 ) (3)

In other words, we normalized the true cardinalities𝐶𝑇 as shown
in Equation 5 by𝑦𝑚𝑎𝑥 (see Equation 4), which is the highest rescaled
cardinality 𝑦𝑟 in the dataset.

𝑦𝑚𝑎𝑥 = max(𝑦𝑟 ) = 11.05 (4)

𝑦 =
𝑦𝑟

𝑦𝑚𝑎𝑥
(5)

The value 𝑦𝑚𝑎𝑥 = 11.05 was observed in the dataset and is used
to calculate the estimated cardinality 𝐶𝐸 from the neural network
prediction 𝑦 after inference (see Equation 6).

𝐶𝐸 = 10�̂� ·𝑦𝑚𝑎𝑥 = 1011.05·�̂� (6)
The advantage of choosing logarithmic rescaling is that high

cardinality outliers are more compressed while patterns in small
cardinalities are preserved. However, a disadvantage is that when
predicting the result set size of SQL queries with high cardinalities,
the error in the neural network prediction 𝑦 leads to an exponential
increase of the error for the estimated cardinality 𝐶𝐸 (see Equation
6).

Evaluation Metric: For every experimental run, we applied a
random train/validation split of 80%/20% on the dataset and trained
the samples using batches. While in the classical neural network,
we used a batch size of 64, we evaluated the optimal batch size for
the quantum model (see details in Section 5.2).

After a successful forward pass of a single batch, the mean
squared error (MSE) as shown in Equation 7 is calculated and the
gradients for all the parameters are computed in the backward pass
of the neural network.

MSE =
1
𝑛

𝑛∑︁
𝑖=1

(𝑦𝑖 − 𝑦𝑖 )2 (7)

For the quantum neural network, the parameter-shift rule [37]
was used to evaluate analytically the gradients with respect to the
parameters and quantum circuits inputs.

The quantum neural networks described in Section 4.2 were
evaluated using the 𝑙 parameter with values of 2, 3, 4 and the 𝑘
parameter with values of 1, 2. Each combination was run 5 times
(having different train/validation split) to obtain a mean value 𝜇
and standard deviation 𝜎 of the MSE loss after 500 epochs.

While the trainings were computed using 100 shots for each
quantum circuit, for the evaluations of the models 1,000 shots were
used. By using a higher shot size, the values were better repro-
ducible when repeating the evaluations.

From the best training result of the 5 runs, the q-error (see Equa-
tion 8) was evaluated from the reconstructed 𝐶𝐸 (see Equation
6) to quantitatively compare the performance of the model as a
cardinality estimation method.

Q-Error = max
(
𝐶𝐸

𝐶𝑇
,
𝐶𝑇

𝐶𝐸

)
(8)

Note that for cardinality estimation the q-error is a commonly
used metric because it penalizes both overestimation and underes-
timation of the true cardinality 𝐶𝑇 [15].

Software: Every quantum circuit in the forward and backward
pass was configured to run with 100 shots on the Statevector Aer-
Simulator [4, 33] to obtain the resulting probability distribution and
AMSGrad [34] was used to process the optimization steps after each
batch computation. The quantum circuits were implemented using
Qiskit [33] combined with the TorchConnector from the Qiskit
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Quantum Circuit of the Join Set 𝐽𝑞 Quantum Circuit of the Predicate Set 𝑃𝑞
repeated 𝑙 times

repeated 𝑘 times

q[0] 𝐻 𝑅𝑍 (𝑥1) 𝑅𝑋 (𝜃1) 𝑅𝑋 (𝜃3)

q[1] 𝐻 𝑅𝑍 (𝑥2) 𝑅𝑋 (𝜃2) 𝑅𝑋 (𝜃4)

meas

repeated 𝑙 times

repeated 𝑘 times

q[0] 𝐻 𝑅𝑍 (𝑥1) 𝑅𝑋 (𝜃1) 𝑅𝑋 (𝜃3)

q[1] 𝐻 𝑅𝑍 (𝑥2) 𝑅𝑌 (𝑥3) 𝑅𝑋 (𝜃2) 𝑅𝑋 (𝜃4)

meas

Quantum Circuit for the Output Layer

repeated 𝑙 times

repeated 𝑘 times

q[0] 𝐻 𝑅𝑍 (𝑥1) 𝑅𝑍 (𝑥6) 𝑅𝑋 (𝜃1) 𝑅𝑋 (𝜃4)

q[1] 𝐻 𝑅𝑍 (𝑥2) 𝑅𝑋 (𝑥4) 𝑅𝑍 (𝑥7) 𝑅𝑋 (𝜃2) 𝑅𝑋 (𝜃5)

q[2] 𝐻 𝑅𝑍 (𝑥3) 𝑅𝑋 (𝑥5) 𝑅𝑍 (𝑥8) 𝑅𝑋 (𝜃3) 𝑅𝑋 (𝜃6)

meas

first join attribute

second join attribute

attribute of predicate

operator of predicate value of predicate

Figure 5: Quantum circuits for the Join Set 𝐽𝑞 , the Predicate Set 𝑃𝑞 and the output layer. The variables 𝑥𝑖 indicate the input
values, while the 𝜃𝑖s are the trainable parameters of the quantum neural network.

Machine Learning library [3, 33] to perform the training procedure
with PyTorch [31].

Hardware: Our experiments showed that simulations of small
quantum circuits were faster computed on a CPU rather than a
GPU. Therefore, we executed the cardinality estimation experi-
ments either on a MacBook Pro, Apple M2 Max CPU with 32 GB
RAM, a Virtual Linux Server with 16 Intel VCPUs and 64 GB RAM or
a Linux Server with 2 Intel Xeon Platinum 8270 CPUs (26 cores each)
with 384 GB RAM. However, since in our experiments are focused
on cardinality estimations and not on query execution times, the
results are not affected by the hardware.

𝑏𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒 = 32 𝑏𝑎𝑡𝑐ℎ𝑠𝑖𝑧𝑒 = 64

𝑙𝑟
Train Loss
in 10−3

Val Loss
in 10−3

Train Loss
in 10−3

Val Loss
in 10−3

10−1 8.22 7.76 6.99 7.97
10−2 6.52 6.64 5.59 5.62
10−3 5.97 7.10 7.22 5.53
10−4 7.56 8.26 8.73 8.97

Table 1: Mean squared error (MSE) after 500 epochs of train-
ing one QardEst model.

5.2 Hyperparameter Tuning
Firstly, we evaluated the optimal hyperparameters for the quantum
neural network before analyzing the performance of the models.

The best hyperparameters for a certain batch size and learning
rate 𝑙𝑟 were evaluated on the architecture using 𝑙 = 3 and 𝑘 = 1. The
models were trained using batch sizes of 32 and 64 with learning
rates of 10−1, 10−2, 10−3 and 10−4. Each of these combinations was

trained once. The MSE losses of the train and validation dataset
after 500 epochs are shown in Table 1.
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Figure 6: QardEst MSE loss with hyperparameter-tuning for
the train set (top) and the validation set (bottom).



QardEst: UsingQuantum Machine Learning for
Cardinality Estimation of JoinQueries Q-Data ’24, June 9, 2024, Santiago, AA, Chile

Table 1 shows that a learning rate 𝑙𝑟 = 10−2 has the best results
with batch size = 32 and batch size = 64. In general, smaller learn-
ing rates 𝑙𝑟 seem to have a better MSE loss with a batch size = 32
(see Table 1 and Figure 6). Therefore, pragmatically it was decided to
choose the hyperparameters 𝑙𝑟 = 10−2 and batch size = 32 for fur-
ther evaluations, even if the hyperparameters 𝑙𝑟 = 10−2, batch size =
64 showed the best results after 500 epochs. Furthermore, qualita-
tivelywe observed that themodels converge fasterwith a batch size =
32 (see Figure 6).
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Figure 7: Train and validation MSE loss using the classical
multi-set convolutional network architecture (MSCN) with 3
respectively 256 neurons in each hidden layer.

5.3 Performance of the Classical Neural
Network - The Baseline

Let us first analyze the performance of the classical neural net-
work that we consider as the classical baseline. We evaluated the
multi-set convolutional network (MSCN) architecture, including
our adjustments by training the model with the hyperparameters
batch size = 64 and 𝑙𝑟 = 10−3. Figure 7 shows the results with 3
and 256 neurons inside of each linear layer. We can observe that
the models converge after about 100 and 500 epochs, respectively.

5.4 Performance of the Quantum Neural
Network

We now describe the performance of our quantum neural network
and compare it against the performance of the classical neural net-
work baseline. In the first set of experiments we chose the classical
neural network such that it has the same number of parameters as
the quantum neural network.

On the classical neural network with 3 neurons in each hidden
layer, an average MSE loss of 9.27 · 10−3 was observed on the
training dataset (see Table 2). The smallest quantum neural network
(𝑙 = 2, 𝑘 = 1) has an average train MSE loss of 6.86 · 10−3, which is
an improvement of 26.0%. On the validation dataset, the quantum
neural network has an average MSE loss of 7.04 · 10−3 and the
classical neural network an average MSE loss of 9.57 · 10−3, which
is an improvement of 26.44%.

These results indicate that a quantum neural network can
improve the MSE loss using fewer trainable parameters: the
quantum neural network with 𝑙 = 2 and 𝑘 = 1 holds 37 and the clas-
sical neural network with 3 neurons has 70 trainable parameters.
The quantum neural network with 𝑙 = 4 and 𝑘 = 2 has 93 train-
able parameters and shows the best result of the quantum models
with an average train MSE loss of 5.68 · 10−3 and an average
validation MSE loss of 6.25 · 10−3. Nevertheless, the classical neu-
ral network with 256 neurons in each hidden layer still achieved
a better mean MSE loss with 0.29 · 10−3 on the training dataset
and 0.83 · 10−3 on the validation dataset, but it consists of 264, 961
trainable parameters, i.e. it has 2,849 times more parameters than
the largest quantum neural network.

We now analyze how well the classical and the quantum neural
networks predict the cardinalities of the queries. Figures 8 and 9
show the true cardinalities (labels 𝑦) and the predicted cardinalities
(𝑦). The results are sorted by the labels 𝑦 for each SQL query. We
can observe that the classical neural network with 256 neurons
in each hidden layer learns the cardinalities from the SQL queries
qualitatively well. The quantum neural network (𝑙 = 4, 𝑘 = 2), in
comparison, approximates the function, but has much higher errors
to the real cardinalities. Therefore, the quantum model is feasible
to approximate the complex function for cardinality estimation but
still needs to be improved to obtain the same results as the classical
neural network with 256 neurons in each hidden layer.
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Figure 8: True cardinalities 𝑦 and predicted cardinalities 𝑦 of
the classical neural network with 256 neurons in each hidden
layer (after 500 epochs).

6 ENHANCEMENT OF THE QUANTUM
NEURAL NETWORK ARCHITECTURE

The previous results showed the possibility for the quantum neural
network to outperform the classical neural network when both use
a similar number of parameters. Nevertheless, a classical neural
network with 256 neurons in each hidden layer has still the best
performance. Therefore, it raises the question of how the quantum
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Quantum Neural Network Classical Neural Network

k=1 k=2
Train
in 10−3

Val
in 10−3

Train
in 10−3

Val
in 10−3

Train
in 10−3

Val
in 10−3

# layers (#params) 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 # neurons (#params) 𝜇 𝜎 𝜇 𝜎

𝑙 = 2, (37; 51) 6.86 0.379 7.04 0.773 6.64 0.405 6.44 0.342 𝑛 = 3, (70) 9.27 2.946 9.57 3.361
𝑙 = 3, (51; 72) 6.30 0.412 6.04 0.514 5.52 0.167 5.56 0.432 𝑛 = 4, (109) 7.18 0.243 7.62 0.440
𝑙 = 4, (65; 93) 5.32 0.311 6.48 0.710 4.58 0.145 5.35 0.587 𝑛 = 8, (345) 6.15 0.604 6.84 0.264

𝑛 = 16, (1, 201) 5.33 0.744 6.05 0.712
𝑛 = 32, (4, 449) 2.81 0.290 3.48 0.332

𝑛 = 256, (264, 961) 0.29 0.036 0.83 0.115
Table 2: MSE loss of the quantum neural network trained N=5 times after 500 epochs and comparison to a classical neural
network. #neurons gives the number of classical neurons per hidden layer in the classical MSCN approach shown in Figure 2.
#params indicates the number of trainable parameters of the respective model. The underlined parameters show when the
best quantum neural network is surpassed by the classical counterpart, i.e. 93 vs 4,449.

Quantum Neural Network

Figure 9: True cardinalities 𝑦 and predicted cardinalities 𝑦
of the quantum neural network with 𝑙 = 4, 𝑘 = 2 (after 500
epochs).

neural network can be extended to perform better. Firstly, the results
already indicate, that an increase of parameters 𝑘 and 𝑙 improves the
results. In particular, we experimented with the following approach
to enhance the quantum neural network model architecture further:

Increasing degrees of freedom in quantumneural network:
So far, we only used 𝑅𝑥 rotation blocks in the parameterizable
quantum circuit (PQC). Because a qubit can be visualized on the
Bloch sphere, it can be assumed that a PQC performs better if
rotations about all the axes are used. Therefore, we used a model
with circuits as shown in Figure 5. However, instead of 𝑅𝑥 rotation
blocks, we experimented with a sequence of 𝑅𝑥 -𝑅𝑦-𝑅𝑧 and another
model with a sequence of 𝑅𝑥 -𝑅𝑦 rotation blocks. Theoretically, with
2 degrees of freedom (DoF) the whole Bloch sphere can be explored.

Removing measurements after the Join Set 𝐽𝑞 and Predi-
cate Set 𝑃𝑞 circuits and creating a combined circuit: A mea-
surement destroys the quantum state and therefore information
is lost. Hence, we developed and evaluated a combined quantum
model as shown in Figure 10. This new model can be applied to
combine the Predicate Set and Join Set. If the two sets have different
lengths, we used zero padding and in the output of the combined
model we applied an average pool, followed by a single perceptron
and a sigmoid activation function.

Spreading input encoding on more qubits using entangle-
ments:We extended the circuits for the Join Set 𝐽𝑞 and Predicate
Set 𝑃𝑞 to 4 qubits, while the output circuit was extended to 8 qubits.
The input information is spread by entanglements to all the qubits
and we trained a model using the parameters 𝑙 = 2 and 𝑘 = 1 with
different learning rates 𝑙𝑟 .

Figure 11 shows, that this way of extension does not improve the
results and the training can not improve the minima as the model
with 2 qubits. It seems, that at about a train MSE loss of 1.6 · 10−2
the models with 4 qubits reach a plateau and improve quite slowly
from there.

Barren plateaus, which are majorly influenced by the chosen en-
tanglement strategy and the largeness of the circuit, are areas in the
loss function where no clear direction for optimization exists, and
usually, it happens at random initialization of the model [26, 27].
Research within this area indicates that quantum convolutional
neural networks are immune [26, 32], while dissipative quantum
neural networks suffer from barren plateau [26, 42]. Our experi-
ments using a dissipative quantum neural network and a quantum
convolution neural network show, that the dissipative model can
reach similar performances to the original quantum neural network
with 𝑙 = 2, 𝑘 = 1 on two qubits (see Figure 12). However, the quan-
tum convolutional neural network shows quite a bad performance.
Therefore, we can not conclude that we observed a barren plateau
because it contradicts the results in the literature.
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Figure 10: Quantum circuit of the combined model.
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Figure 11: MSE losses of the quantum neural network model
with 4 qubits.

7 OVERALL PERFORMANCE COMPARISON
We will now compare the overall performance of quantum neural
networks with classical neural networks as a function of the number
of parameters used by each model.

7.1 MSE Loss
Figure 13 shows the mean MSE losses for the train and validation
dataset depending on the number of trainable parameters in the
model. Let us focus our attention on the MSE loss of the valida-
tion dataset (right side of Figure 13). We observe that the classical
neural network using 3 neurons in hidden layers with 70 trainable
parameters has a mean MSE validation loss of 9.57 · 10−3, while
the quantum neural network using 𝑙 = 3, 𝑘 = 2 with 72 trainable
parameters has anMSE Loss of 5.56 ·10−3, which is an improvement
of 41.9%. We can also see that the best quantum neural network
is the one with 𝑙 = 4, 𝑘 = 2. In other words, the best quantum
neural network has only 93 parameters and outperforms
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Figure 12: MSE losses of the quantum dissipative neural net-
work and the quantum convolutional neural network.

the classical neural networks up to 16 neurons having 1,201
parameters.

Quantum neural networks with an increased 𝑙 tend to have
better MSE losses compared to a model with the same number
of trainable parameters but a lower 𝑙 parameter. For instance, the
model 𝑙 = 3, 𝑘 = 1 has an improved validation MSE loss of 6.21%
compared to the model with 𝑙 = 2, 𝑘 = 2 and the same number of
trainable parameters.

Due to the overfitting of the model with 𝑙 = 4, 𝑘 = 1, the same
tendency can not be observed for the models with 𝑙 = 4, 𝑘 = 1 and
𝑙 = 3, 𝑘 = 2. Generally, it can be said that models having 𝑙 = 4 tend
to overfit more than the other models.

Furthermore, the model with 𝑅𝑥 -𝑅𝑦 sequences compared with
the 𝑙 = 2, 𝑘 = 1 model containing just 𝑅𝑥 rotation blocks improves
the average validation MSE loss by 16.8% from 7.04 · 10−3 to 5.86 ·
10−3. However, appending an additional 𝑅𝑧 rotation block just
increases the validation MSE loss by 4.22% to 6.11 · 10−3. This
could be explained by the fact, that two different rotation blocks
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Figure 13: Mean MSE loss (N=5) on the training dataset (left) and validation dataset (right) of quantum neural networks and
classical neural networks plotted as a function of the trainable parameters. The scale of themeanMSE loss (y-axis) is logarithmic
until a value of 4 · 10−3, afterwards, the scale is linear. In contrast, the scale of the trainable parameters (x-axis) is linear until a
value of 102, afterwards, the scale is logarithmic.

are already enough degrees of freedom to reach every point in the
Bloch sphere.

7.2 Q-Error
Let us conclude our analysis with an evaluation of the q-error
for all models. For our experiments we evaluated the q-errors of
the best quantum model 𝑙 = 4, 𝑘 = 2 based on 5 different runs
of train/validation splits. We also evaluated the q-errors of the
best classical neural networks with up to 256 neurons on the same
train/validation splits as the quantum model. Afterwards, we calcu-
lated the 50%-, 90%- and 99%-percentiles.

In Table 3 we can see that the quantum neural network with
𝑙 = 4, 𝑘 = 2 achieves better q-error results on the 50%-, 90%- and
99%-percentiles than the classical neural network with 3, 4 and
partially 8 neurons in each hidden layer. Starting from 16 neurons,
the classical neural network shows lower q-errors.

8 CONCLUSIONS
In this paper we introduced QardEst - a novel quantum natural net-
work to estimate the cardinality of join queries. QardEst is based on
the multi-set convolutional network architecture [21] and replaces

Q-Errors

Train Dataset Validation Dataset
Model 50% 90% 99% 50% 90% 99%

Classical Neural Networks
3 neurons 3.12 36.67 775.69 3.09 26.90 400.10
4 neurons 3.40 32.53 455.15 3.28 20.88 349.14
8 neurons 2.60 21.96 629.29 2.55 17.11 164.65
16 neurons 2.14 12.35 132.30 2.11 10.52 73.83
256 neurons 1.26 1.91 3.44 1.40 2.77 9.57

Quantum Neural Networks
𝑙 = 4, 𝑘 = 2 2.74 13.85 170.21 2.74 15.35 189.37

Table 3: Q-error percentile comparison of the best quantum
neural network to classical neural networks.

parts of the layers with quantum circuits. Our experiments demon-
strate that QardEst executed on a quantum simulator outperforms
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classical neural networks with up to 16 neurons but uses about 13
times fewer parameters than the classical counterpart.

However, it is noteworthy that classical neural networks with
256 neurons in each hidden layer outperform all assessed quan-
tum neural networks. If quantum neural networks should match
the performance of a classical neural network with 256 neurons,
it would require a quantum neural network with an equivalent
number of trainable parameters. Unfortunately, simulating a quan-
tum neural network with 264, 961 trainable parameters within a
reasonable timeframe is currently unfeasible given the hardware
we had for our experiments. Nevertheless, the study revealed that
the performance of quantum neural networks can be improved
through the re-uploading of the input encodings and the adoption
of a dissipative design for the quantum circuits.

Interesting future research directions are to implement the quan-
tum neural networks on real quantum hardware and perform ex-
tensive scalability experiments to better understand both the theo-
retical as well as practical limitations of quantum neural network
architectures for cardinality estimation.
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